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Freezing in a Vertical Tube 
Fundamental heat transfer experiments were performed for freezing of an initially 
superheated or nonsuperheated liquid in a cooled vertical tube. Measurements were 
made which yielded information about the freezing front and the frozen mass, 
about the various energy components extracted from the tube, and about the decay 
of the initial liquid superheat. Four component energies were identified and 
evaluated from the experimental data, including the latent energy released by the 
phase change and sensible energies released from the subcooled frozen solid and the 
superheated liquid. Initial superheating of the liquid tended to moderately diminish 
the frozen mass and latent energy extraction at short freezing times but had little 
effect on these quantities at longer times. The extracted sensible energies associated 
with the superheating more than compensated for the aforementioned decrease in 
the latent energy. Although the latent energy is the largest contributor to the total 
extracted energy, the aggregate sensible energies can make a significant con
tribution, especially at large tube wall subcooling, large initial liquid superheating, 
and short freezing time. Natural convection effects in the superheated liquid were 
modest and were confined to short freezing times. 

Introduction 
In this paper, experiments are described which examine the 

fundamental heat transfer processes that accompany freezing 
of a phase-change material contained in an externally cooled 
vertical tube. The work was motivated by current interest in 
thermal energy storage devices in which a phase-change 
medium is encapsulated within cylindrical containers. The 
results obtained here may also be relevant to other ap
plications such as the freezing of foodstuffs and biological 
materials and to casting processes in general. 

Storage of thermal energy by liquid-solid phase change has 
prompted an upsurge of research on the heat transfer aspects 
of freezing and melting, as witnessed by two highly current 
survey articles [1,2]. However, neither in these surveys nor in 
the general heat transfer literature were the authors able to 
find definitive experimental work on the heat transfer fun
damentals of freezing inside a cooled vertical tube. 
Metallurgically oriented studies of freezing during casting are 
available, as are other applications-related papers, but there is 
little common ground between the research objectives and 
type of results of that literature and those of the present in
vestigation. 

In the experiments, each data run was begun with the 
liquified phase-change medium situated in the vertical con
tainment tube at a uniform temperature that was either at the 
phase-change value or at a preselected superheat above the 
phase-change value. The freezing was initiated and main
tained by a step-change decrease of the wall temperature of 
the containment tube. During the course of the run, the 
freezing front moved radially inward from the wall of the tube 
toward the axis. At any instant of time, the configuration of 
the phase-change medium consisted of an annulus of 
solidified material adjacent to the tube wall and a core of 
unfrozen liquid. 

The difference between freezing initiated with the liquid at 
the phase-change temperature or at superheat was in
vestigated in detail since the presence of superheat activates 
transport processes in the liquid that are otherwise dormant. 
One of these is natural convection, which is driven by the 
temperature difference between the superheated liquid and the 
freezing front. In studies of freezing outside of a cooled 
vertical tube, natural convection was found to have a 
profound effect in slowing and even terminating freezing [3], 
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but its influence on internal freezing was heretofore 
unknown. Without superheat, heat conduction in the 
solidified layer is the sole heat transfer vehicle. 

In addition to the degree of superheat, two other 
parameters were varied during the course of the experiments. 
One of these is the temperature imposed on the wall of the 
containment tube during the freezing process. The other is the 
duration of the freezing period. 

The measurements performed during the experiments 
enabled the evaluation of a number of quantities of both 
practical and fundamental interest. Each of the components 
of the energy extracted from the cooled tube was evaluated 
from the experimental data and is presented as a function of 
time for each data run. For freezing initiated without liquid 
superheat, there are two components—the latent heat 
liberated by the phase change and the sensible heat liberated 
by the subcooling of the solid. In the case of freezing initiated 
with liquid superheat, there are two additional contributions, 
both associated with the sensible heat of the liquid. The 
relative magnitudes of these various energy components are 
compared, and a definitive conclusion is drawn about the net 
effect of superheating on the amount of energy that can be 
extracted from the phase change medium during a specified 
extraction period. 

Direct measurements were made of the frozen mass and 
frozen layer thickness as a function of time and of the thermal 
operating conditions, and this information is presented both 
in dimensional and dimensionless form. These direct 
measurements also revealed the extent of the axial variations 
of the layer thickness caused by natural convection in the 
superheated liquid. In addition, these measurements enabled 
the evaluation of the end effects associated with the finite 
length of the containment tube. Other measurements yielded 
the decay of the liquid superheat as a function of time. 

To supplement the experimental results, numerical 
solutions were carried out using a pure conduction model of 
the no-superheat case. The computed results for the frozen 
layer thickness (~ liberated latent heat) and the liberated 
sensible heat are compared with the corresponding ex
perimental results. 

The experiments were performed with 99-percent pure n-
eicosane paraffin, with a measured melting temperature of 
36.4°C. 

The Experiments 
Experimental Apparatus. The main components of the 
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apparatus included the containment tube for the phase-change 
medium, a chilled-water bath which served as the thermal 
environment for the freezing experiments, a heated-water 
ba th used in establishing the temperature of the liquified 
phase-change medium prior to a freezing run, and a vacuum 
system for extracting the residual liquid remaining at the end 
of the run. This equipment was supplemented by a chilled-
water supply, by devices for heating, circulating, and con
trolling the temperature of the water in the respective baths, 
and by appropria te instrumentat ion. 

The containment tube was a copper cylinder with an in
ternal diameter of 5.08 cm and a 0.15-cm-thick wall, the 
choice of copper and of a thin wall being made to facilitate the 
establishment of the thermal boundary condition for the 
freezing experiments. The overall length of the tube, 39.4 cm, 
was chosen to accommodate a 5:1 length-diameter ratio for 
the liquified phase-change medium, with allowance made for 
the insulating plugs which penetrated into the bot tom and top 
ends of the tube. These plugs were employed to minimize end 
effects. 

At the bot tom end, the insulating plug, made of closed-cell 
polystyrene, was cemented a top an O-ring-equipped Teflon 
base which provided a watertight seal. Adhesion of the 
solidified paraffin to the polystyrene was prevented by the 
presence of a thin, impermeable plastic film that was wrapped 
around the polystyrene prior to each data run. The insulating 
plug at the top end was also of polystyrene, with a self-
adhering impermeable plastic coating. When the tube was 
charged with liquid paraffin, a small gap ( ~ 1.2 cm) was left 
between the free surface of the liquid and the lower face of the 
top-end plug. As will be shown later, the volume of the air gap 
increased as the paraffin froze and contracted. 

To facilitate its vertical suspension in the respective water 
baths , the tube was equipped with trunions affixed to its uper 
end. The suspension arrangement was such that the lower 35.8 
cm of the tube was immersed in the water, while the upper 3.6 
cm protruded above the water surface. 

The tube wall temperature was measured by eight fine-gage, 
chromel-constantan thermocouples deployed along the height 
and around the circumference. The thermocouples had been 
calibrated prior to their installation in the appara tus . 

Attention will now be turned to the constant-temperature 
water baths . One of these baths was employed to establish the 
temperature of the liquified phase-change medium prior to 
the initiation of the freezing runs, either at the phase-change 
value or at a specified superheat. To fulfill this objective, the 
containment tube, already charged with liquid paraffin, was 
suspended in a water-filled cylindrical vessel equipped with a 
Lauda model B-l heating, circulating, temperature-
controlling unit. During the equilibration period, ther
mocouples were situated in the liquid paraffin to detect the 
at tainment of a steady uniform temperature at the preselected 

value. To ensure that all the freezing runs corresponding to 
the same nominal initial condition actually attained that 
condition, the setting of the temperature controller was never 
touched during such a sequence of runs. 

The chilled-water bath which served as the thermal en
vironment for the freezing experiments was contained in a 53 
x 41 x 38 cm (length x width x height) stainless steel tank 
insulated below and on all sides. The top of the tank was 
covered by a reinforced plexiglas plate in which apertures had 
been machined to facilitate installation of the containment 
tube and other equipment. A pair of short V-blocks situated 
atop the plexiglas plate served to seat the trunions of the 
containment tube. The bath was, in effect, an open system 
into which temperature-controlled chilled water was con
tinuously introduced and withdrawn, both at the same rate, 
thereby maintaining a constant water level. A high degree of 
agitation and mixing was maintained in the water bath by 
circulating devices and by jet action in order to attain high 
convective heat transfer coefficients on the outside surface of 
the containment tube. 

The chilled water supply was built specially for these ex
periments. The refrigeration unit was designed to have a very 
short cycling t ime. In addit ion, a large chilled-water reservoir 
was incorporated into the sytem to smooth any temperature 
fluctuations associated with cycling. Since more precise 
temperature control can be achieved for heating than for 
cooling, the chilled water was introduced into the water bath 
at a temperature slightly below the desired operating value. A 
Lauda B-l temperature controller was employed to bring the 
temperature to the desired level, as detected by ther
mocouples. 

A specially designed vacuum system was employed to 
remove any residual liquid paraffin remaining in the con
tainment tube at the end of the data run and, thereby, to 
terminate the freezing process. A length of small diameter 
copper tubing, which served as the wand of the vacuum 
system, was inserted into the containment tube at the moment 
when the liquid was to be extracted. 

With regard to instrumentat ion, the thermocouple emfs 
were read with a digital voltmeter with a resolving power of 1 
|tV(0.02"C). ASTM-certified 0 .1°F or 0 .1°C thermometers 
were used to stir and measure the temperature of the unfrozen 
liquid during selected freezing runs (to be discussed later). The 
mass of the paraffin and the containment tube were measured 
with an Ohaus triple-beam balance having a resolving power 
of 0.1 g and a capacity of 2610 g. 

Experimental Procedure. The preparat ions for a freezing 
run were initiated with the containment tube empty and 
thoroughly clean, with the insulating plugs removed from the 
ends. To begin, the bot tom-end plug was covered with a fresh 
plastic wrap which was fixed in place with rubber bands. 
Then, three 0.018-cm dia 61-cm long monofilament nylon 
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threads were attached to the side of the plug at uniform 
circumferential intervals by slipping them under the rubber 
bands. Later, at the end of the freezing run, these threads 
would facilitate removal of the solidified paraffin specimen 
from the containment tube. The bottom-end plug was then 
inserted in the containment tube and the nylon threads pulled 
upward through the tube and out the top, from which point 
they were secured against the outside of the tube by tape. 

Next, the containment tube was placed on the pan of the 
Ohaus balance and positioned vertically on the balance pan, 
with its open end up. After the mass was recorded and with 
the tube still on the balance, 400 g of liquid paraffin was 
poured into the opening, whereafter the top-end insulating 
cap was implanted. The tube and its contents were then 
transferred to the equilibration bath to attain the desired 
liquid-phase temperature, which was achieved within about 
an hour and a half. 

At this point, the containment tube was moved quickly 
(within 10 s) to the chilled-water bath, and the freezing run 
initiated. During the run, the tube wall and water bath 
temperatures were recorded at regular intervals. To terminate 
the run, the top-end cap was removed and the wand of the 
vacuum system inserted into the remaining liquid paraffin. 
Extraction of the liquid required from 5 to 20 s. Since, in 
many cases, the remaining liquid was at the fusion tem
perature, it was necessary to preheat both the wand and its 
atttached plastic hose to prevent clogging of the lines. Once 
the liquid paraffin had been drawn off, the containment tube 
was removed from the chilled water bath, carefully dried, and 
weighed. The mass of the frozen paraffin was determined by 
subtracting the initial empty weight of the containment tube 
from this final weight. 

The next step was to remove the frozen specimen from the 
tube in order to measure the shape of the freezing front. This 
operation required a brief immersion of the tube in a hot bath 
in order to sever the bond between the specimen and the tube 
wall, after which the specimen was extracted with the aid of 
the nylon threads. Once removed, the specimen was sectioned 
transversely at selected axial stations and its internal 
dimensions measured with a dial-gage-equipped caliper. 
Additional measurements were made adjacent to the ends of 
the specimen in order to quantify the end effects. 

Supplemental data runs were made to measure the tem
perature of the liquid paraffin remaining at the end of the run 
(relevant only to cases where the terminal temperature of the 
liquid was above the phase-change temperature). For these 
runs, the liquid was not drawn off at the termination of the 
run. Rather, one of the aforementioned certified ther
mometers, preheated to the expected temperature, was in
serted into the liquid. With well-practiced vigorous stirring, a 
bulk temperature reading could be attained within 10 s. 

Data Reduction 

From the experimental data, all of the components of the 
energy extracted from the containment tube during a data run 
were determined. There are two such components for freezing 
initiated without liquid superheat and four components when 
there is liquid superheat. 

If M denotes the mass frozen during a data run and E^ is 
the latent heat released by the freezing process, then 

EX = \M (1) 

where A is the latent heat of fusion. £ \ constitutes one of the 
components of the extracted energy—the largest. 

The second component is the energy that is released as 
sensible heat by the subcooling of the frozen solid below the 
phase-change temperature. This quantity will be denoted by 
Esl, where the subscript s denotes sensible energy. The second 
subscript 1 will be used to identify the sensible energy ex

tracted from the solid (shortly, subscripts s2 and S3 will be 
employed to identify sensible energies released by the 
superheated liquid). 

With regard to the method used for evaluating Esl, the 
solid-phase specific heat, csol, was taken as a constant because 
there is no information available about its possible tem
perature dependence [4]. Then, the sensible energy liberated 
from the frozen mass, M, can be written as 

Esl=Mcsol(T*-T,„) (2) 

where T* is the phase-change temperature, and Tm is the 
mean temperature of the frozen mass, M, at the end of the 
data run 

Tm = J r , T(r)psol2irrdrj J ^ p^lwdr (3) 

The range of the integration spans the frozen region—from 
the radius r* of the solid-liquid interface to the radius, rw, of 
the containment tube, and ps0] is the density of the solid 
phase. 

The radial temperature distribution T{r) needed for the 
evaluation of equation (3) was obtained by postulating a 
quasi-steady model and solving the energy equation 
d(ksolrdT/dr) = 0 subject to the boundary conditions T = 
T* at r = r* and T = Tw (tube wall temperature) at r = rw. 
The latter condition assumes initimate contact between the 
frozen paraffin and the tube wall, and this appears to have 
been the case because the frozen specimens could not be 
extracted from the tube until the bond was melted away. The 
thermal conductivity, kso[, of the solid is a strong function of 
temperature, and the available data [5] were represented by a 
linear fit ksol = C{ + C2 T. 

For the T(r) solution corresponding to each data run, the 
experimental values of r* and Tw were employed as input. For 
each of the resulting T(r) solutions, Tm was determined from 
equation (3), after which the energy component Esl was 
evaluated from equation (2). 

In the case where the initial temperature, 7",, of the liquid is 
at the phase-change value, T*, the total energy, Etol, is the 
sum of Ex andEsl 

Em=Ex+Esl, T, = T* (4) 

Where there is initial superheat (i.e., T, > T*), there are two 
additional sensible heat contributions, Es2 and Esi, to Em. 

The component Es2 is the sensible energy released from the 
liquid which is frozen during the course of the data run. Since 
the liquid cools from T, to T* before frozen and Mis the mass 
frozen during the data run 

Es2=M^tciiqdT (5) 

The liquid-phase specific heat cKq presented in [4] was fit by a 
linear representation and introduced into equation (5). 

The final energy component, Es3, is the sensible energy 
released from the liquid which remains unfrozen at the end of 
the data run. If the initial charge of paraffin has a mass M t o t , 
and M is the frozen mass, then the residual liquid is (Mtot -
M). During the course of the run, this liquid cools from an 
initial temperature, Th to a final bulk temperature, Tb, so 
that 

Es3=(Mlot-M)\ ' ciiqdT (6) 

where Tb was measured directly as described earlier. 
In view of the foregoing 

•Etot =E-K+Esi+Es2+ Es3, Tj>T* (7) 

For data runs of sufficiently long duration (to be elaborated 
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FREEZING FRONT-, -FROZEN SOLID 

10 20 45 60 90 

FREEZING TIME (MINUTES) 

Fig. 1 Representative pattern of freezing; (Tf 

and(T* - Tw) = 9.7°C(17.5''F) 
T*) = 22.2°C(40°F) 

later), the liquid bulk temperature, Tb, becomes equal to the 
phase-change temperature, T*. In that case, 

E_sy+E,,=M„ l ) r* 
chqdT= constant (8) 

Thus, for run times greater than that required for Tb to drop 
to T*, the sum of Es2 and Es3 is a constant, independent of 
time. 

For a dimensionless presentation, it is convenient to 
normalize all energy quantitites by iix.max, which is the latent 
energy that would be extracted if the entire charge of phase-
change material were to be melted 

•Ex.max - M^to (9) 

The other dimensionless quantities to be used in the 
presentation of the results are the Fourier and Stefan numbers 

Fo = asolt/r„2 

Siesol^Ste = csol(T*-Tw)/\ 

(10) 

(11) 

The temperature at which the properties appearing in Fo and 
Ste were evaluated will be discussed when the results are 
presented. 

Results and Discussion 

The presentation of results will begin with a display of the 
pattern of freezing. It then goes on to the basic data for the 
frozen mass, freezing front position, and liquid bulk tem
perature, with correlations sought using dimensionless 
variables. Finally, and most important, the results for the 
component and total energies are presented and discussed. 

The data runs were characterized by two temperature 
differences: 

1 The subcooling of the tube wall temperature below the 
phase-change temperature, (r* - Tw). Three values of (T* -
Tw) were employed: 9.7. 20.0, and 30.3°C (17.5, 36.0, and 
54.5°F). 

2 The initial superheat of the liquified phase-change 
material, (T,• - 7*) = 0, 11.1, and22.2°C(0, 20, and40°F). 
The phase-change temperature, V, of n-eicosane is 36.4°C 
(97.5 °F). 

Pattern of Freezing. The direct measurements of the shapes 
of the frozen specimens enabled a comprehensive history of 
the freezing process to be synthesized. One such representative 
history is presented in Fig. 1, where cross-sectional views of 
the frozen specimens are shown at six instants of time. The 
freezing front, the frozen solid, and the liquid are identified in 
one of the views. The vertical dashed lines represent the walls 

SO.6 

0 10 20 70 80 90 30 40 50 60 
TIME (MINUTES) 

Fig. 2 Timewise variations of the frozen mass (lower graph) and the 
frozen layer thickness (upper graph) 

of the containment tube, while the horizontal dashed lines 
represent the upper surface of the bottom-end insulation plug. 

The freezing pattern of Fig. 1 corresponds to the largest 
investigated value of (T, — T*) and smallest value of (7* 
- Tw), respectively 22.2°C (40°F) and 9.7°C (17.5°F). This 
case is expected to show the largest effect of natural con
vection in the liquid, but aside from a very slight inclination 
of the otherwise vertical freezing-front lines, which is more 
distinct at early times, the freezing pattern of Fig. 1 is iden
tical to that for the zero superheat cases (i.e., T, = T*). 

As expected, the freezing front moves steadily inward with 
time, and the frozen layer adjacent to the wall of the con
tainment tube grows thicker. A thin layer of frozen material is 
also formed along the bottom, indicating a slight, 
unavoidable heat leak through the insulation. Of particular 
interest are the events which occur at the top of the tube. 
Owing to the increase in density which accompanies the 
change of phase from liquid to solid, the liquid level drops as 
freezing progresses. This is reflected, for example, by the 
sloped regions at the top of the frozen layer in the 10- and 20-
min specimens of Fig. 1. 

As time passes, a skin of frozen paraffin forms atop the 
liquid. Meanwhile, the level of the liquid below the skin 
continues to drop, leaving a void beneath the skin. It was 
observed that when first formed, the skin is plane, but it 
shortly becomes concave as a result of the pressure dif
ferential between the void and ambient. 

A feature of the frozen specimens that is not depicted in 
Fig. 1 is the presence of dendrites at the freezing front when 
the freezing occurs with the liquid temperature at the phase-
change value, 7". The occurrence of the dendrites signals the 
absence of significant natural convection motions in the 
liquid. 

Two other features of the freezing pattern are worthy of 
note. The first is that natural convection did not prematurely 
terminate the freezing process, as in the experiments of [3], 
for reasons which will be elaborated shortly. Second, careful 
measurements of the end-effect regions at the top and bottom 
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of the frozen specimens indicated that about 10 percent of the 
frozen mass was situated in those regions. 

Frozen Mass, Freezing Front Position, and Liquid Tem
perature. A presentation will now be made of the basic data 
collected during the experiments. In the lower graph of Fig. 
2, the frozen mass, M, (normalized by the total charge of 
paraffin, Mtot) is plotted as a function of time for all of the 
investigated thermal conditions. The M/Mtot values for a 
given degree of wall subcooling (T* - T„) tend to group 
closely together and, to preserve clarity, the actual data 
symbols have been omitted (individual data points will appear 
in all subsequent figures). For a given value of (T* - Tw), 
there is a slight spreading of the curves with the initial 
superheat, (T, — T*). Of the two temperature differences, it is 
clear that (T* - Tw) plays a much greater role in determining 
the frozen mass than does (7*, — 7*). 

A similar presentation is made in the upper graph of Fig. 2 
for the thickness, 8, of the frozen layer, which has been made 
dimensionless by the tube radius, rw. The 8 values plotted in 
the figure are those measured away from the end-effect 
regions which exist at the top and bottom of the frozen 
specimens. For no initial superheat, 8 was found to be in
dependent of axial position, consistent with the absence of 
natural convection. When T, > V, the modest axial 
variations of 5 were averaged out and the average 8 was 
plotted in Fig. 2. The curves of 8/r„ follow a pattern similar 
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Fig. 3 Decay of the liquid superheat with time 

10 

to that of the M/Miol curves, since 8 and Mare reflections of 
each other. 

The trend whereby the extent of the freezing at a given time 
increases with tube-wall subcooling is fully expected and 
requires little comment. What merits greater discussion is the 
role of the initial superheating in diminishing M and 8. As can 
be seen from Fig. 2, the effect of the superheating is greatest 
at short times and diminishes as the duration of the freezing 
period increases. This behavior is consistent with the fact that 
the superheating itself diminishes with time and goes to zero 
as energy passes from the liquid to the freezing interface. 
Once the superheating has disappeared, the sole remaining 
heat transport mechanism is conduction across the solidified 
paraffin. 

The superheating-related decrease of M and 8 is by no 
means totally due to natural convection in the liquid. The 
simple one-dimensional theory for the classical Neumann 
problem (plane freezing of a superheated, nonconvecting 
liquid) shows that M and 5 decrease with liquid superheating, 
even though there is no natural convection. In the present 
problem, it is likely that natural convection contributes 
somewhat to the superheating-related decrease in M and 8. 
However, since the total effect of superheating is modest, the 
role of natural convection cannot be an important one. 

Once the superheating vanishes, so does the natural con
vection. This behavior is altogether different from that en
countered in [3]. There, the natural convection was main
tained at full strength throughout the entire course of the 
experiment. This, in large measure, accounts for the differing 
roles of natural convection in the two investigations. 

Definitive information about the decay of the liquid 
superheat with time is presented in Fig. 3. In this figure, the 
measured liquid bulk temperature, Tb, is embedded in a 
dimensionless ratio whose value is one when Tb = 7/ (as 
occurs at time = 0) and is zero when Tb = V (vanishing 
superheating). In terms of this group, the data for the various 
cases are so overlapping that some data points had to be 
omitted from the figure. In general, the initial superheat was 
fully dissipated within 10 min after the onset of freezing. 
Thus, after that time, there was no further energy transfer 
from the liquid to the freezing front, and natural convection 
ceased because there was no longer a temperature difference 
to drive it. 

The information presented in Fig. 2 for the frozen mass, M, 
and the frozen layer thickness, 8, was plotted as a function of 
the freezing time, a dimensional quantity. A generalization of 
this information will now be sought by employing a 
dimensionless time variable. For freezing controlled by heat 
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Fig. 4 Dimensionless representation of the experimental results for 
the frozen mass 
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conduction in the frozen layer, analysis has shown that the 
dimensionless group FoSte serves effectively as a dimen
sionless time. Therefore, in view of the minor importance of 
natural convection in the present problem, it appeared 
reasonable to replot the M/Mlol and 8/r„ data of Fig. 2 as a 
function of FoSte. 

The thus-replotted M/Mt0( results are presented in Fig. 4. 
The figure is actually a composite of three graphs which share 
a common ordinate but have abscissa origins which are 
displaced from each other. Each graph corresponds to a 
specific value of the initial superheat, (Tj — T*), respectively 
equal to 0, 11.1, and 22.2°C (0, 20, and 40°F) for the left-
hand, middle, and right-hand graphs. In each graph, data are 
presented for the three investigated wall subcoolings, (7* -
T„) = 9.7, 20.0, and 30.3°C (17.5, 36.0 and 54.5°F). As 
indicated in the legend of the figure, these (T* - Tw) values 
can be expressed in dimensionless form via the solid-phase 
Stefan number Ste that was defined in equation (11), which 
gives Ste = 0.072, 0.149, and 0.225. 

Inspection of the individual graphs of Fig. 4 shows that for 
each fixed initial superheating, there is virtually perfect 
correlation of M/Mlm with FoSte. The perfection of the 
correlation is somewhat dependent on the manner of 
evaluating the solid-phase thermal conductivity, k, that 
appears in the Fourier number. It was found that the tightest 
correlation was obtained with K evaluated at the phase-
change temperature, T*, and an identical finding prevails for 
the 8/r„ correlation to be presented shortly.' 

The data for the no-subcooling case are remarkably well 
correlated by the equation 

M/Mm = 1.05 er/(3.2VFbSte) (12) 

which is plotted as a solid line in the left-hand graph of Fig. 4. 

: E X + E S l + E S 2 > / E X , m a x 

° < E X + E s , + E s 2
+ E s 3 > / E X . m a x 
J 1 

4 6 
Fo Ste x 

10 

Fig. 6 Component extracted energies for a wall subcooling (T* - Tn 

= 9.7°C(17.5°F)andSte = 0.072 

The equation indicates that M/Mlot = 1 (complete freezing) 
at a finite value of FoSte, which is as it should be for freezing 
in a closed container. 

Equation (12) has also been plotted as a dashed line in the 
middle and right-hand graphs and, by this, it serves as a 
reference line for comparing the results of the three graphs. 
Such a comparison shows that initial superheating causes a 
modest decrease in M/Mlot at small and intermediate FoSte, 
but that there is virtually no effect at the larger FoSte. 

To obtain a totally dimensionless representation in Fig. 4, it 
is appropriate to replace (r,- - V) by a liquid-phase Stefan 
number. Since the liquid bulk temperature decreases with time 
and finallly becomes equal to T*, the instantaneous liquid-
phase Stefan number is a variable with a terminal value of 
zero. In view of this, it appears thai the initial Stefan number 
Ste|iqi, is the most appropriate superheating parameter, where 

Steli(liI-=c1,qi,(r,-7
,,)/X (13) 

The k value at 7* was obtained by extrapolating the k versus Tinforrnation 
given in [5], 

with numerical values listed in Table 1. 
A dimensionless presentation of the b/r„ results is made in 

Fig. 5, where FoSte is the abscissa variable. The two graphs 
which comprise the figure correspond to the two extremes of 
the investigated range of superheats. In both graphs, the 
results for the various (V - T„) are very well correlated. 
From a comparison of the data appearing in the two graphs, it 
is seen that the S/rw values for (T,• - V) > 0 lie slightly 
below those for T, = T*. 

In the lower graph, there are solid lines which represent 
numerical solutions based on a pure conduction model of one-
dimensional inward solidification in a circular tube [6]. The 
data (open symbols) lie about 25 percent above the predic
tions. There are a number of factors which may account for 
the deviation. One of these is an uncertainty of as much as 30 
percent in the available information for the solid-phase 
thermal conductivity, kso\, [5] which appears in the Fo 
variable on the abscissa. In this connection, a reevaluation of 
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the data with ksoi increased by 30 percent (black data symbols) 
yields better, but not perfect, agreement with the analytical 
results. 

In addition to the aforementioned uncertainty in ksoi, there 
are other factors which may cause deviations between the 
analytical and experimental results. These include: (a) tem
perature-dependent thermophysical properties, {b) change of 

0.2 -' 

Fig. 10 Comparison of total and latent extracted energies; (T* - Tw) 
= 30.3°C(54.5°F)andSte = 0.225 

density which accompanies phase change, and (c) the presence 
of dendrites at the freezing front. None of these factors is 
taken into account by the analytical model. 

Component and Total Energies. Each of the component 
energies Ex, Esi, Es2, and Esi were evaluated from the ex
perimental data as described earlier, and these were used to 
calculate £ t o t from equations (4) and (7). This information is 
presented in Figs. 6, 7, and 8, respectively, for wall sub-
coolings (T* - T„) = 9.7, 20, and 30.3 °C (17.5, 36, and 
54.5°F), i.e., for Ste = 0.072, 0.149, and 0.225. Each figure 
consists of three graphs that are stacked one atop the other 
and share a common abscissa but have displaced ordinate 
origins. The respective graphs, arranged from bottom to top, 
correspond to increasing initial superheat. 

In each graph, there are several curves. The lowest curve 
corresponds to £ \ , the next to the sum (Ex + Esi), and, when 
superheat is present, the next two are for (Ex + Esl + Es2) 
and (£A + Esl + Es2 + Esi). Thus, the uppermost curve in 
each graph also represents Etot. For a dimensionless 
presentation, all energies are normalized by i?Ximax (= XMtot) 
and the abscissa variable is FoSte. 

Attention may first be turned to Fig. 6 (i.e., the case of the 
smallest tube wall subcooling). Starting with the no-superheat 
case (lowest graph), it is seen that the sensible energy, Es], 
extracted from the solid is rather small compared with the 
latent energy, £ \ , released by the change of phase. This 
finding is consistent with the small Ste value (= 0.072) for the 
case in question. It is also noteworthy that the magnitude of 
Esi remains virtually unchanged in the presence of liquid 
superheating (middle and upper graphs). 
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Table 1 Values of Ste|i(|),- for the Experiments 

(T, - T) SteUc 

o°c 
11.1 
22.2 

0°F 
20 
40 

0 
0.101 
0.207 

The energies, (Es2 + Es3), extracted from the liquid become 
increasingly significant as the extent of the initial 
superheating increases, although the latent heat component 
remains as the dominant portion of the total energy. As noted 
earlier, Es2 is associated with the liquid which freezes and is 
the sensible energy released as the liquid cools from its initial 
superheat to the phase-change temperature. The Es} com
ponent is related to the residual liquid (i.e., unfrozen liquid) 
and is the energy extracted as that liquid cools from Tt to Tb. 
At small FoSte (small times), very little liquid has frozen, so 
that Esi is greater than Es2. However, as time passes, more of 
the liquid is frozen, leaving less residual liquid. Corre
spondingly, Es2 increases and Esi decreases. It can be seen 
that over a substantial range of FoSte, the sum (Es2 + Es3) is 
a constant, as asserted by equation (8). 

Figure 7 corresponds to a larger tube wall subcooling and 
larger Stefan number than does Fig. 6, and this is reflected in 
a larger value of Es]. As before, the magnitude of Esi is about 
the same whether or not there is initial superheating of the 
liquid. The components Es2 and Es3 which are built atop the 
corresponding (Ex + Esl) curves in Figs. 6 and 7 are virtually 
the same. That is, for a given initial superheat, (T, — V), Es2 

and Es} appear to be little influenced by the extent of the wall 
subcooling. A further comparison of Figs. 6 and 7 shows that 
the Es components constitute a somewhat larger fraction of 
the total energy for the latter than for the former. 

The aforementioned characteristics are reaffirmed by Fig. 
8, which corresponds to the largest investigated tube wall 
subcooling and solid-phase Stefan number. This yields a still 
larger value of Esl, which continues to be virtually in
dependent of the extent of the initial superheat. Furthermore, 
the magnitudes of Es2 and Esi corresponding to a given initial 
liquid superheat (given Ste|iqi,) are hardly affected by the wall 
subcooling and solid-phase Stefan number. 

From the standpoint of practice, the total extracted energy 
Elol, is of direct applicability. Figures 9 and 10 have been 
prepared to report the ii lo t results, respectively, for the 
smallest and largest of the investigated tube wall subcoolings. 
In addition to Etol, each figure also shows the results for the 
extracted latent energy, £\> thereby facilitating a comparison 

between the two quantities. Both Etot and Ex are made 
dimensionless by £\,max(= XA/tot) and are plotted against 
FoSte. In each figure, curves are presented for each of the 
investigated initial superheats. 

Inspection of Figs. 9 and 10 indicates that while an increase 
in the liquid superheat brings about a moderate decrease in 
the extracted latent energy, the total extracted energy in
creases substantially. Thus, although the latent energy 
component constitutes the lion's share of the extracted 
energy, the sensible energy components can make a significant 
contribution. The importance of the sensible energy is ac
centuated at large tube wall subcooling and large initial liquid 
superheating and for short freezing times (i.e., small FoSte). 
For example, at values of FoSte = 0.02 and 0.12 in Fig. 10 
and for the largest superheating, the aggregate sensible 
energies respectively account for 36 and 28 percent of the total 
energy extracted. The corresponding percentages for Fig. 9, 
where the tube wall subcooling is smaller, are 33 and 23. 

As a final matter with regard to the sensible energy, a 
comparison is made between the experimental values of Esl 

for the no-superheating case and those predicted by numerical 
solutions based on a one-dimensional pure conduction model 
[6]. These results are presented in Fig. 11 in the form Esl/Ex. 
For any fixed value of (T* - Tw) or Ste, this ratio is 
relatively independent of FoSte, so that the uncertainty in the 
value of ksoi that caused interpretational difficulties in Fig. 5 
plays a lesser role here. 

Both the analytical and experimental results affirm that the 
extracted sensible energy becomes a larger fraction of the 
latent energy as the wall subcooling increases (i.e., as Ste 
increases). In general, there is good agreement between the 
data and the analytical preditions. 

Concluding Remarks 

The work reported here has provided previously 
unavailable fundamental heat transfer information about 
freezing in a vertical tube. Measurements were made which 
yielded information about the time dependence of the freezing 
front, of the amount of frozen mass, and of the various 
energy components extracted from the tube. The timewise 
decay of the initial liquid superheat was also measured. Four 
component energies were evaluated from the experimental 
data and reported. These include the latent energy released by 
the liquid-to-solid phase change, the sensible energy released 
by the subcooling of the frozen solid, and two components of 
sensible energy extracted from the initially superheated liquid. 
Results for the total extracted energy were also presented. 

Initial superheating of the liquid tends to moderately 
diminish the frozen mass and the associated latent energy 
extraction at small times but has little effect on these quan
tities at large times. The extracted sensible energies associated 
with the superheating more than compensate for the 
aforementioned decrease in the latent energy. Natural con
vection in the liquid plays a modest role only at small times 
and disappears when the superheat decays to zero. It is 
conceivable that natural convection might have played a more 
important role had larger initial superheat been employed. 

Although the latent energy constitutes the largest con
tributor to the total extracted energy, the sensible energy 
components can make a significant contribution, especially at 
large tube wall subcoolings, large initial liquid superheating, 
and short freezing times. 

The results were well correlated in dimensionless form using 
the Fourier-Stefan product as a primary variable. Whenever 
possible, the experimental results for the no-subcooling case 
were compared with predictions from numerical solutions 
based on a one-dimensional, pure conduction model of in
ward solidification. 
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Heat Transfer During Melting 
Inside a Horizontal Tube 
The melting process of a phase change material (PCM) enclosed in a horizontal, 
isothermal circular tube has been investigated analytically and by experiment for an 
interesting range of parameters. The physical process was analyzed by numerical 
methods, whereby the underlying mathematical model involves heat conduction as 
well as natural convection as the basic heat transport mechanisms. Difficulties 
associated with the complex and timewise changing melt region whose shape is also 
part of the solution, have been overcome by applying a numerical mapping 
technique. Computations and experiments were performed for Rayleigh numbers in 
the range 105 < Ra < 106. For lower Rayleigh numbers the numerical calculations 
predict a streamlined design of the PCM at later times, similar to the experiment. At 
higher Rayleigh numbers, three-dimensional Bernard convection was observed in 
the bottom region of the melt layer, which was unsteady in their timewise 
behaviour. The appearance of several roll-cells have also been predicted by the 
calculations, although the mathematical model was restricted to two-dimensional 
flow. The experiments were performed with n-octadecane (Pr — 50) as PCM. The 
test cell basically consists of a short tube filled with the PCM. The tube is closed 
with plexiglass disks on both ends, thus allowing the melting front to be recorded 
photographically with time. As a result, the interface positions as well as the overall 
and local heat transfer coefficients are presented as function of time. The agreement 
between experimental and numerical data is reasonably good. 

Introduction 

Phase change heat transfer is of great interest in a wide 
range of natural and technical processes. Therefore many 
papers concerning melting or freezing phenomena have been 
published in the recent years for various geometric 
arrangements. The majority of the publications report the 
results of experimental investigations for different 
geometries. The heat transfer phenomena during the phase 
change process (PCP) above or below a heated horizontal flat 
plate and at a vertical surface were studied by Hale and 
Viskanta [1, 2], while the influence of surface height as ad
ditional parameter has been investigated by Bareiss et al. [3]. 
Another important arrangement for the technical application 
is the PCP around a single cylinder (finned and unfinned) or 
arrays of horizontal cylinders. The experimental in
vestigations for the aforementioned geometries were per
formed by several researchers [4, 5, 6, 7, 8] for various phase 
change materials (PCM) and governing parameters. The 
melting process in a vertical cylindrical enclosure has been 
studied extensively by Bareiss and Beer [9]. 

Due to the results of the experimental studies it has become 
apparent that only in the earliest stage of the PCP the heat 
transport is dominated by heat conduction. Photographs, 
shadowgraphs, and interferograms indicate clearly that 
natural convection plays the important role. These ex
perimental findings lead to the conclusion that any analytical 
solutions assuming pure conduction as the sole heat transport 
mechanism [10, 11] or considering the flow as a perturbation 
quantity [4, 12] are unable to predict the real process 
satisfactorily. Therefore the only promising way to describe 
the PCP analytically seems to be the numerical solution of the 
governing set of partial differential equations. Since these 
equations are rather complex and the computational area 
changes with time (moving boundary problem) only a few 
studies are available in the literature. 

Numerical results for the problem of melting from a ver
tical cylinder were presented by Sparrow et al. [13]. Due to the 

difficulties which arise from the moving interface, a sim
plified set of governing equations was used, and solved by a 
finite difference method. Gartling [14] uses the finite element 
method for the investigation of PCP concerning blockage 
problems in pipes and melting processes in materials with 
internal heat sources. In the course of the review process the 
works of Pannu et al. [15] and Saitoh and Hirose [16] were 
made available to the authors. Both studied likewise the 
melting process inside a horizontal cylinder by solving the 
governing equations numerically. The mobilization of the 
liquid-solid interface was performed by the application of a 
two-dimensional Landau transformation. In an earlier work, 
Saitoh and Hirose [17] studied the freezing process around a 
horizontal cylinder and applied the same transformation 
technique successfully. To overcome the troublesome moving 
boundary problem, Rieger, Projahn, and Beer [18] used 
numerically generated coordinate systems for the in-
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vestigation of melting processes around a horizontal cylinder. 
This technique seems to have a great potential for future 
applications because of its high flexibility. 

Although the specific problem data of [15, 16] and ours are 
not the same, qualitatively different solutions could be ob
served. This fact was the motivation to solve this melting 
problem based on the data provided by Pannu et al. In a later 
section the comparison of these results will be discussed. The 
schematic diagram of the configuration under study is 
depicted in Fig. 1. It shows the horizontal tube with inner 
radius, R0, and the partially melted solid, whose shape will be 
described by r — r(<p,r). The PCM in this study is assumed to 
be supported at the center, so that the unmelted solid remains 
stationary. Another possible configuration, where the 
movement of the PCM on account of gravitational forces is 
not suppressed, was the objective of Nicholas and Bayazitoglu 
[19]. They analyzed the problem by considering only heat 
conduction in the liquid phase. The important influence of the 
thin liquid film which is formed at the bottom portion of the 
cylinder during the melting process was investigated by 
Bareiss and Beer [20] using assumptions quite similar to 
lubrication theory. 

Nevertheless, the emphasis of this study lies in a direct 
comparison between corresponding experimental and 
numerical results. 

Experiments 

Test Apparatus. The test apparatus consists of a copper 
tube (7) of 40 mm in length, 32 mm inside diameter and a 
wall thickness of 1 mm. The copper tube is closed at one end 
by a firmly adhered, 10-mm thick circular plexiglass disk @>. 
A second plexiglass disk @ is held on the other end by a 
special adhesive, which allows the disk to be released if 
necessary. Thus, a horizontal cylindrical space of 32-mm dia 
and 40-mm length is formed which contains the PCM. Since 
the cell is translucent in axial direction, a visual observation 
and photographic registration of the melting process is 
possible. Through the annular gap between the copper tube 
and the outer cylindrical jacket (3) water acting as a heating 
or cooling fluid can be circulated. The water is supplied by a 
constant temperature thermostat through an inlet tube (4) 
tangentially to the annular gap. By this means high heat 
transfer rates and therefore constant surface temperature 
conditions at the wall of the copper tube can be achieved. 
Since the temperature drop across the copper tube wall is less 
than 0.02 K, the temperature of the inside surface of the wall 
can be assumed to be equal to that of the outside surface. For 

measurement of the wall temperature, Tw, thermocouples 
therefore could be cemented in small grooves and covered 
with thin copper foil on the outside surface. The volumetric 
expansion of the PCM during melting is compensated by an 
overflow pipe (?). Fixing of the solid PCM is done by a thin 
pvc-strip (6) fastened to the plexiglass disk @) and 
positioned axially 5 mm below the axis of the copper tube. 

Phase Change Material. C18H38, n-octadecane (Pr 50, hf = 
243 kJ/kg, T{ = 301.2 K) was chosen as test material because 
its melting temperature is close to the ambient temperature 
and since paraffins are nontoxic, noncorrosive and trans
parent in the liquid phase. 

The physical and transport properties are well established. 
Nevertheless some discrepancies between different literature 
sources exist. The data used in this study were taken from 
Hale et al. [21] and Vargaftik [22]. 

Test Procedure. Since paraffins possess a high dissolving 
capacity for air, the test material must be degassed carefully 
prior to each experiment. For this purpose the test material 
was subjected to a solidification-melting cycle under vacuum. 
The opened test cell was lengthened by an additional copper 
tube attached to the open end and then filled with the 
degassed liquid PCM. The assembly was placed vertically into 
an icewater bath to solidify the PCM. 

After solidfication, the lengthening tube was detached, the 
excess of solid PCM cut off and the cross sectional area 
carefully planed. By this means a void-free and homogeneous 
solid could be obtained in the test cell. After the test cell was 
closed and assembled, the PCM was heated to a steady 
temperature 0.5 K below the melting point at the most by 
circulating water. During the test itself, which starts when the 
copper tube wall is suddenly heated to a desired temperature 
above the melting point, the process was registrated 
photographically. For this purpose photographs were taken at 
selected time intervals with a telelens camera. 

Numerical Analysis 

Govering Equations. Although the flow in the melt region 
may actually be three-dimensional, such a treatment would 
require large computer storage and long computation times. 
Therefore, a two-dimensional mathematical model will be 
considered. Further reduction of the computational effort 
which seems to be justified due to the experimental results is 
achieved by the assumption of symmetric melting. 

Following additional assumptions have been made for 
further simplification: 

a 
c 

f,F 
Fo 

S 
hf 
J 

mL* 

n 

Nu 

Pr 
Ra 

r 

= thermal diffusivity 
= specific heat 
= dummy variables 
= Fourier number, at/R0

2 

= accleration of gravity 
= latent heat of fusion 
= Jacobian, 

(dx/d^)(dy/dv) 
- (dx/dr,) (dy/dt) 

= molten mass fraction, 
equation (16) 

= coordinate in normal 
direction 

= Nusselt number, equations 
(17a, 176) 

= Prandtl number, via 
= Rayleigh number, 

gW0\Tw-Tf)/(va) 
= distance, from center of tube 

to solid-liquid interface 

R0 
Ste 

t 
T 

u,v 

w 
x,y 

a,P,y 

(3 

= inner radius of tube 
= Stefan number, 

c(Tw-Tf)lhf 

= time 
= temperature 
= dimensionless velocity 

components along x-,y-
direction, (u',v')/R0 

= velocity vector, (u,v,0) 
= dimensionless Cartesian 

coordinate directions in 
physical plane, (x' ,y')/R0 

= transformation factors, 
(a=(dxldr,)2 + (dy/dr,)2; 
t3=(dx/d£) (dx/dr,) 
+ (dy/dt)(dy/dv); 
y=(dx/dH)2 + (dy/dH)2) 

= thermal expansion coef
ficient 

d = dimensionless temperature, 
(T-Tf)/(TW-Tf) 

v = kinematic viscosity 
£,?? = coordinate directions in 

transformed plane 
T = dimensionless time, Fo» Ste 
<P = angle of perimeter 
ip = stream function 
oi = vorticity, dv/dx — du/dy 

Subscripts 
b = boundary 
/ = fusion 
/ = interface 
s = start 
w = tube wall 

Superscripts 
— = mean value 

' = dimensional quantity 
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1 Physical properties are constant except for the density in 
the buoyancy term (Boussinesq approximation). 

2 Density changes during melting and viscous dissipation 
are neglected. 

3 The fluid is Newtonian and incompressible. 
4 The flow is laminar and two-dimensional. 

Then, the nondimensionalized conservation equations in the 
vorticity-stream function formulation and for Cartesian 
coordinates are 

Ste3co/3r+ V ( u w ) = Pr V2co + Ra Pr dd/dx (1) 

c o = - V V (2) 

Sted0/dT+ v ( 0 w ) = V20 (3) 

Initial Conditions. Initially, at T = 0 the whole system has a 
temperature of 0 = 8j = 0. Because the computational area 
covers only the region of the liquid phase and cannot be made 
infinite small, it is possible to start the numerical calculations 
with this condition. So, for the given sufficient small initial 
gap it is necessary to specify a suitable time and a 
corresponding temperature distribution. In order to compare 
numerical and experimental data the starting time for the 
computation was chosen in such a way, that both results 
coincide for this very early stage. This proceeding has the 
advantage to eliminate the transient effects which occur at the 
beginning of the experiments (e.g., heating of the test cell). 
The analytical solution of the Stefan problem (e.g., see [23]) 
for the given geometry yields the temperature distribution. 

Boundary Conditions. For the simplification of the 
physical model it is assumed that in the solid phase no heat 
conduction occurs; i.e., all heat transferred to the interface is 
utilized for melting and therefore determines the propagation 
speed and the shape of the interface. With regard to this 
additional assumption, the energy balance for the interface 
leads to the following dimensionless condition for the moving 
boundary 

-dd/dn = v„ (4) 

where v„ is the dimensionless interface velocity in normal 
direction. The abovementioned assumption of constant 
density during phase change requires the kinematic no-slip 
condition at all solid walls, so that the boundary conditions 
for the complete description at r > TS are as follows 

0=1 ; u = v = 0 ; atthewall (5a) 

0 = 0 ; u = v = 0 ; at the interface (5b) 

30/3/? = 0 ; u = 0 ; at the symmetric line (5c) 

Transformation. To overcome the difficulties which arise 
due to the complex, timewise changing physical domain a 
numerical transformation method was employed. This 
mapping technique was first developed by Thompson et al. 
[24] and has been proven as a versatile tool for the treatment 
of different natural convection problems by the present 
authors [25, 26]. The advantage of this transformation 
technique is the fact that any set of the equations of interest 
may be solved on a rectangular and uniform spaced com
putational grid system which is fixed in space and time. 
Therefore this method is favoured for the solution of moving 
boundary problems like melting. The boundary-fitted cur
vilinear coordinates are obtained by the solution of the 
following system of quasi-linear elliptic partial differential 
equations with appropriate Dirichlet conditions along the 
boundaries 

Fig. 2 Schematic diagram of the experimental apparatus 

The operator £ (/) represents the transformed Laplacian and 
is defined as 

£(/) = (ad2f/d^2-2fid2f/d^d-q + yd2f/d-q2)/J2 

+ Pdf/dr, + Qdf/dH (7) 

The source terms P and Q contains adjustable parameters and 
provide some measure of control over the interior grid 
spacing. However, the forms of these source terms and the 
values of the parameters require artful selection and are 
problem dependent. To overcome the difficulties concerning 
interior grid control Thomas and Middlecoff [27] proposed 
the following general source terms 

P=<fr(St,v)WVdx)2+(dl;/dy)2] 

Q = x(H,V)l(.dri/dx)2+(drl/dy)i] 

(8a) 

(8b) 

£(x)=0 

£00=0 

(6a) 

(6b) 

The introduced parameters, <j> and x. are specified as limiting 
forms of the equations (6a, 6b) at the boundary coordinate 
curves i? = i)b = const, and £ = £& = const., respectively. 
Assumption of local orthogonality at the boundaries yield the 
following expressions 

HZ,-n) = -(z(x,l)+z(y,Z))/y onrj = 7i6 (9a) 

X(£,i?) = - (z(x,r,) +z(y,ri))/a on$ = £4 (9b) 

Z(FJ) = (dF/df) (d2F/df) (9c) 

The parameters at interior grid points are then obtained by 
simple linear interpolation between appropriate boundary 
curves. This improved procedure insures a grid point 
distribution with smooth and regular character. Using this 
transformation technique the governing equations (1-3) and 
the corresponding boundary conditions take the following 
form 

Ste£>(T,co) + 9l(^,w) = Pr£(co) + RaPr9lO>,0) (10) 

£ ( ^ ) = - w (11) 

Ste2D(r,0)+91(^,0) = £ ( 0 ) (12) 

Boundary conditions: 

,/, = 0 ; co = 0; 

ad0/3£-030/3rj = Ofor£ = £min (13a) 

i/- = 0;co = 0; 

a30/3£-i330/3?j = Ofor£ = £max (136) 

iP = 0;u>=-(yd2t/dv
2)/J2; 

0 = Oforr, = 7)min (13c) 

^ = 0 ; a ) = - ( 7 32i/-/3r)2)//2; 

0= l fo r r ) = )7max (13d) 
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(a) 

(b) 

(c) 

Fig. 3 Previous works in comparison for Ra = 2.10 , Pr = 145, Ste = 
0.115: (a) Pannu et al. [15]; (b) Saitoh and Hirose [16]; (c) Present study 

The operators 20 (T, f) and "31 (J,F) used in equation (10-12) 
are defined as 

SD(r/) =df/dT-Vl(yJ') dx/dr+Vl(xJ) dy/dr (14ff) 

Vl(f,F)=[d(Fdf/dr,)/dt-d(Fd/dZ)/dT1]/J (Ub) 

The conditions, which mobilize the boundary at the solid-
liquid interface, follow from equation (4) and yield the 
relations for the timewise change of the boundary grid points 
in the physical plane 

dx/dT=(dy/d£)(d6/di])/J 

dy/dr = - (dx/d£) (dd/dV)/J 

(15a) 

(15b) 

To retain a properly structured physical net system during the 
computation—regardless of the shape of the melt zone—an 
implicit rezoning procedure is applied. 

Numerical Procedure. To find the numerical solution of the 
transformed governing equations and boundary conditions 
these equations are discretized using only central difference 
approximations. The resulting finite difference analogue is 
then solved by a fully implicit method proposed by Stone [28]. 
This solution technique has been successfully applied to 
various heat transfer problems by the present authors [18, 25, 
26], where further details of the method may be found. For 
one time step the calculations were performed in the following 
order: 

1 Simultaneous solution of the vorticity and stream 
function equation (10, 11). 

2 Simultaneous solution of the energy equation (12) and 
the grid generation. 

If the solution satifies a certain convergence criterion the 
next time step is calculated otherwise return is made to 1. As a 

compromise between accuracy and computational effort 
(time, storage), a grid system containing 21 x 31 nodal point 
is chosen. The computations were performed on a DEC-PDP 
10/70 with a computational speed of approximately 0.1 
mflops. To achieve a converged solution for one time step, 
4-6 iterations were necessary where one iteration took about 
7 s CPU for the 21 x 31 grid. To avoid numerical in
stabilities, the computations were started with a time in
crement of AT = 10~5, which was raised subsequently to 
values of about 3-10~4 for the heat-conduction-dominated 
regime. 

Results and Discussions 

Before going into a detailed discussion of the experimental 
and numerical results, a section seems to be worthwhile 
mentioning in which the numerical results of [15, 16] are 
compared with the present ones. In further sections local and 
average melting data are reported, accompanied by an 
illustrative comparison of photographs and contour plots. 

Previous Works in Comparison. The fact that different 
numerical solutions result from the computation of a well-
defined problem, although based on identical problem 
parameters, is extremely unsatisfying. Computations per
formed by Pannu et al. [15] for Ra = 2-105, Pr = 145, and 
Ste = 0.115 resulted in melting front contours and natural 
convection patterns which are quite different to those of 
Saitoh and Hirose [16] and ours. Figure 3 shows the transient 
streamlines, isotherms, and interface shapes at almost equal 
dimensionless times. Whereas Pannu et al. [15] predict the 
formation of a large eddy in the stagnant upper portion of the 
melting gap, a quite controversial result was presented by 
Saitoh and Hirose [16]. In their work the melting rate at the 
lower stagnation point is strongly increased due to the onset 
of a thermal instability. On the other hand, no indication of 
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the development of an eddy in either the upper or the bottom 
portion of the melting gap could be observed in the present 
study for the parameters just previously mentioned. The 
formation of eddies were observed for higher Rayleigh 
numbers only, as will be discussed later. Our computations 
predict a melting front contour with an approximately 
streamlined design during the later evolution phase of the 
process. 

This result seems to be in accordance with our experimental 
findings, which will be discussed in the following sections. 
Additional numerical experiments with a program developed 
for the calculations of convective flows [25, 26] in stationary 
grid systems are in line with our previous conclusions. No 
thermal instabilities were found for flows in concentric and 
cylindrical annuli for various gap widths and for the case of a 
cooled inner cylinder. 

Disregarding the aformentioned discrepancies, com
parisons of the results of Pannu et al. [15] and the present 
ones agree quite well for r = 0.045 and 0.08. The 
discrepancies observed for T = 0.11 might be due to the very 
coarse grid system (10 x 10) used in [15]. In the course of the 
solution process the physical domain becomes larger so that 
boundary layers, which will develop mostly in wider gaps, 
cannot be resolved adequately. The approach taken by Saitoh 
and Hirose [16] is based on an explicit method for solving the 
governing equations. To suppress strong numerical in
stabilities inherent to higher-order approximations of the 
convective terms, the application of a smoothing technique 
was necessary. The assumption of a quasi-steady melting 
process was utilized to uncouple rigorously the physical 
problem. During the solution process of the balance equations 
for vorticity, stream function, and energy, the grid system was 
kept stationary. After convergence the interface boundary 
was moved according to the frozen solution just obtained. 
The description concerning the handling of this procedure is 
not very clear, but some doubts are advisable if the evolution 
process from the fluid mechanical point of view is ap
proximated adequately. So several effects caused by the 
numerical treatment interact whose consequencies on the 
overall solution cannot be estimated. Only severe thermal 
instabilities associated with a strong time dependence of the 
flow at the bottom portion would explain why the indicated 
temperature distibution (Fig. 3) could lead to the displayed 
melting front contour. Even at a much lower Rayleigh 
number similar interface shapes were found in [16] which 
seem to contradict our experimental findings. 

In contrast to [15, 16] our computational approach is based 
on the solution of the full equation set at each time step. That 
means that the interface position is a real converged solution 
of the problem under study, within the limitations of a 
second-order finite-difference approximation to the physical 
problem. In addition, the flexibility of our scheme allows us 
to concentrate continiously the physical grid system in regions 
where boundary layers could be expected. 

Local Solid-Liquid Interface Positions. Solid-liquid in
terface positions as a function of the dimensionless time, T, 
and the angle of perimeter, ip, as a parameter are presented in 
Fig. 4 for different Rayleigh and Stefan numbers. In each 
figure the regime dominated by heat conduction can be 
recognized by the concentric melting so that all data points 
coincide in this representation. The transition to a melting 
process influenced by natural convection begins with fanning 
out of the individual curves. With this definition in mind it 
can be seen, that with increasing Rayleigh number the con
duction period becomes shorter. The motion of the molten 
material due to the onset of natural convection causes a faster 
propagation speed of the solid-liquid interface at the top of 
the cylinder {ip = 180 deg). Attention may now be turned to 
the slopes of the single curves. It is evident, that for advancing 
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Fig. 4 Predicted and experimental local interface positions as func
tion of dimensionless time, r 

angles of perimeter the gradients and therefore the interface 
velocity increases. An exception are the curves of ip = 0 deg 
and ip = 60 deg for Ra — 106. As discussed in a later section 
this behaviour may be explained by the occurrence of strong 
three-dimensional roll cells in the lower part of the melt gap. 
These roll cells, observed during the experiment also for the 
lower Rayleigh numbers may be the reason for the great 
deviation between computational and experimental results for 
<p = 0 deg. 
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Fig. 5 Predicted and experimental molten mass fraction as function 
of dimensionless time, r 

Although the qualitative behaviour of the curves <p > 0 deg 
agree quite well, it can be stated that the computer interface 
velocities are somewhat higher. These discrepancies may be 
due to small uncertainties in the physical and transport 
properties of the PCM, resulting in slightly incorrect ex
perimental data in dimensionless representation. Further 
influence on the mentioned discrepancies may be caused by 
the simplifications of the mathematical model, above all 
neglecting the volumetric expansion of the PCM during 
melting. This effect seems to influence the boundary layer at 
the interface in such a manner that the heat transfer will be 
reduced. Also, the simplifying assumption of constant 
thermophysical properties (e.g., viscosity) may contribute to 
deviations between prediction and experiment. 

Melting Rates. The result which represents an average 
melting velocity and which is available from the experimental 
data with sufficient accuracy is the molten mass fraction, 
m*L. Thus quantity defined as 

m*L = l - — r i [ ('r(p) dvdr (16) 

is depicted in Fig. 5 versus dimensionless time, T, for the 
different cases under study. From this figure it can be seen, 
that the increase of m*L with time reveals an analogous 
behaviour to Fig. 4. Furthermore, the results show that for 
the regime of developed natural convection an approximately 
linear timewise variation of the molten mass fraction is given. 
Comparing the experimental data with the computational 
results it is evident that the melting rate predicted by the 
calculations is somewhat higher. The reasons discussed in the 
preceding section may be responsible for these deviations. To 
show the influence of natural convection, the melting rate 
taking into account only pure heat conduction is also 
displayed. A comparison with the results of the present study 
confirm the belief that disregard of the convective motion 
leads to significant errors. A closer examination shows, that a 
difference of 10 percent is reached at r = 0.047 for Ra = 
4-105 and at T = 0.023 for Ra = 106, which corresponds to a 
molten mass fraction of about 0.6 and 0.43, respectively. 

Presentation of the Melting Process. The presentation of 
the melting process is done by means of photographs from the 
experiment and calculated results in form of contour plots for 
two different Rayleigh and Stefan numbers. Figure 6 shows 
the melting process for Ra - 4-105 and Ste = 0.04 at four 
different periods. On the left-hand side are the photographs, 
whereas on the right-hand side the numerical results are 
arranged. The sequence of transient melt contours reveal that 

Journal of Heat Transfer 

Fig. 6 Experimental (left) and numerical (right) melt front contours for 
Ra = 4.10s and Ste = 0.04 at different dimensionless times, T. The 
numerical contour maps are divided into isotherms, 0, (left) and 
streamfunction, i/*, (right). 

heat transfer is greatly enhanced due to natural convection in 
the upper part of the annulus, leading to a fast and downward 
directed movement of the solid-liquid interface. Only at the 
very beginning can a dominating role of heat conduction be 
deduced from experiment and computation. After this short 
period, natural convection flow has an increasing influence on 
the physics of the system. This situation coincides sub
sequently with improved heat transfer in that region and 
accelerates the propagation of the melt front. The inverse 
effect can be stated in the lower part of the melt zone. The 
cold fluid flowing down along the solid-liquid interface 
inhibits heat transport due to conduction in this part. At the 

MAY 1983, Vol. 105/231 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



r = 0.02 

T = 0.03 

Fig. 7 Experimental (left) and numerical (right) melt front contours for 
Ra = 106 and Ste - 0.1 at different dimensionless times, r. The 
numerical contour maps are divided into isotherms, 0, (left) and 
streamfunction, 4>, (right). 

bottom these counteracting transport mechanisms lead to an 
almost total stop of the melting process. In the final stages of 
the process (T = 0.08) the computation predicts a streamlined 
design of the PCM similar to the experiment. As previously 
discussed, three-dimensional roll cells occur during the ex
perimental run which may be responsible for a more ac
centuated shape of the melting solid. 

The development of secondary roll cells is also verified by 
the numerical calculations for Ra - 106 and Ste = 0.1. The 
formation of this flow pattern is shown in Fig. 7 and may be 
divided into different stages. First, at early times thermal 
instability at the bottom occurs. This phenomenon, which is 
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Fig. 8 Overall heat transfer coefficients at the tube wall (Nuw) and the 
solid-liquid interface (Nu,) versus dimensionless time, r 

comparable to the situation of an horizontal fluid layer heated 
from below, leads then in the sequel of the calculations to the 
development of the abovementioned roll cells. The 
establishment of these vortices influences the melting 
characteristics of the whole system. Especially the heat 
transfer in the lower part of the melting gap is greatly im
proved which results in a "moonshaped" melting contour. As 
indicated above, the roll cells observed in the experiment 
showed a three-dimensional structure and were unsteady in 
their timewise behaviour. The restriction of the mathematical 
model to two-dimensional flow may be the reason for the 
main differences between the experimental and calculated 
melt shape contours. Nevertheless, some features of the 
melting process, like volume and position of the PCM as well 
as the transition from a quasi-steady to an oscillating 
behaviour, are resolved reasonably. 

Overall Heat Transfer Results. Attention will now be 
focused on the overall heat transfer coefficients Nu for all 
cases under study. In Fig. 8 the calculated results for the heat 
transfer at the tube wall as well as the solid-liquid interface 
are plotted against the dimensionless time, T. The overall heat 
transfer coefficients at the interface, Nu,, and at the tube 
wall, Nu,,,, are evaluated from the existing temperature 
distribution by the following relations 

Nu,= - _ _ joe/3/?) dS (17o) 

Nu„ 
1 

2wRn 
\(d6/dn) dS (17ft) 
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The quantity S, ( T) in the first equation_denotes the length of 
the actual interface contour. Although Nu,- represents the true 
heat transfer conditions at the moving interface, the practical 
evidence is questionable because_of the time-dependent 
nominator, S^r). For this reason, Nu,v may be more valuable 
since this heat transfer coefficient reflects the proper heat 
input into the system and also may be obtained easily from 
experimental data. Nevertheless, both diagrams show high 
values of Nu, and Nulv at the very beginning associated with a 
sharp decrease which is characteristic for transient heat 
conduction. The end of this period of nearly one-dimensional 
behaviour is indicated by a spanwise spreading into individual 
curves. As already seen during the discussion of the local 
results this fanning out occurs at earlier times for high 
Rayleigh numbers and indicates that the melting process 
changes into a regime dominated by natural convection. 

Attention may first be turned to the curves representing the 
heat flux at the tube wall. For Ra < 4«105 the sharp descent 
and the transition region period is followed by an only slight 
decrease in the timewise development. The curve for Ra = 
106, however, passes a distinct extremum, followed by an 
oscillation with diminishing mean values. Worth mentioning 
is the fact that for very long times (T — oo) the liquid will take 
the temperature of the surrounding tube wall, and therefore 
the heat transfer will become zero. For comparison, also, the 
experimental data are depicted. They agree reasonably well 
with the numerical results. The discrepancy for Ra = 106 may 
be due some effects discussed previously. 

The results for Nu, show a quite different behaviour since 
all curves pass through a minimum and then rise with time. As 
before, the results for the lower Rayleigh numbers are in 
contrast to the highest Rayleigh numbers studied. Whereas 
the slopes of the former increase with advancing time the 
slope for Ra = 106 decreases sightly during the oscillation. 

Special Features of the Flow Regime at Ra = 106. The 
change in the flow characteristics for Ra = 106 from a quasi-
steady into an unsteady phase is an interesting feature of the 
flow system being worthwhile for a closer examination. 
Regarding the lower part of the melting gap approximately as 
a horizontal fluid layer heated from below, it is possible to 
define a height, h*, of that layer by some suitable measure. 
Because the layer thickness grows as the melting process 
advances with time, the corresponding Rayleigh number, 
Ra*, increases. So basically all the flow regimes known from 
research on heated horizontal fluid layers must be traversed 
continuously. In Fig. 9, a diagram is shown, taken from 
Krishnamurti [29], which classifies the various flow regimes 
as function of Rayleigh versus Prandtl number. It is seen that 
for the range Pr > 50 the transition to time-dependent flow 
occurs at Ra* = 5.5-104 followed by a change in the 
oscillatory behaviour at Ra* = 1.2«105. This transition in
dicated by a dotted line is associated with a doubling of the 
oscillation frequency of the particular flow cells. 

Although the mathematical model employed is restricted to 
planar fluid flow and the approximation of the lower part of 
the melt zone appears as a somewhat rough simplification, the 
time dependent nature of the secondary roll cells is clearly 
reflected by the timewise behaviour of the overall heat 
transfer coefficients. From Fig. 10 it can be recognized, that 
the periods of regular oscillations become shorter with in
creasing time, doubling their frequency at the end of the 
record. The time interval depicted in Fig. 10 corresponds with 
a height of the fluid layer of approximately h* - 0.5 R0 

which leads to Ra* = 1.25-105. This value agrees well with 
those found for frequency transition by Krishnamurti [29]. 
However some caution is indicated in the attempt to correlate 
fully three-dimensional phenomena by two-dimensional 
models. Nevertheless, the main features of such flows should 
be realized, apart from exact quantitative results. 
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Flow 
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Fig. 9 Flow regimes occuring in a horizontal fluid layer heated from 
below [25] 
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T 

Fig. 10 Time-independent behaviour of the overall heat transfer 
coefficients (Ra = 106;Ste = 0.1) 

To illustrate the violent movement of the secondary vortices 
and the associated temperature distribution in the lower part 
of the melt zone a series of eight chronological arranged 
contour plots are presented in Fig. 11. From the single pic
tures development and disappearance of the secondary eddies 
may be recognized. Especially the contour map for T = 
0.05055 should be mentioned, where four of them are present. 

Conclusions 

The characteristics of the melting process inside a 
horizontal tube have been studied theoretically and by ex
periments. The analytical results were obtained by means of 
numerical methods and have been compared to previous 
works [15, 16]. The method for generating boundary-fitted 
coordinate systems numerically has been proven to be a 
flexible tool for analyzing such moving boundary problems. 
The solution of the whole set of discretized governing 
equations by a fully implicit procedure leads at each time step 
simultaneously to the shape of the molten region as well as to 
the flow and temperature distributions. 

As discussed in a previous section this is in contrast to the 
treatment of Pannu et al. [15] and Saitoh and Hirose [16]. 
Due to our experimental findings the predictions from [15] 
and [16] for Ra = 2-105, Pr = 145, Ste = 0.115 seem to be 
erroneous. The results of [15] may be explained by the very 
coarse grid system which did not approximate the continuous 
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T = 0.05055 T = 0.05099 

T = 0.05109 T = 0.05065 

Fig. 11 Time-dependent flow in the lower part of the melt zone for Ra 
= 106;Ste = 0.1. Distribution of isotherms, e, (left) and streamfunction, 
<l>, (right). 

physical problem in a sufficient degree during the whole 
evolution phase. In the procedure used by [16] the influences 
of the various components for stabilization of the numerical 
algorithm, and those for reducing simultaneously the 
execution times, cannot be estimated nor was this done by the 
corresponding authors. Therefore, the practice of [16] to 
compare predictions for Ra = 1.2»105 with experimental 
results for Ra = 3 • 106 seems not to be very meaningful. 

From our point of view the experimental and numerical 
results of the problem studied should be summarized as 
follows: 

• The period of pure heat conduction is very short and 
depends on the Rayleigh number. 

• Almost the whole melting process is influenced by the 
fluid motion due to natural convection. Therefore, any 
analysis of processes involving phase change should consider 
this effect. 

• At lower Rayleigh numbers, a quasi-steady melting 
process produces a steamlined design of the PCM in the final 
stages, whereas quite different melt front contours appear at 
higher Rayleigh numbers. 

• Experimental and numerical predicted results agree well 
with the exception of the bottom region of the melting gap. 
Experimental observations showed a three-dimensional 
Bernard convection in this part which may be responsible for 
some discrepancies, mainly due to the restriction of the 
mathematical model to planar fluid motion. 
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Shape Change of an Initially 
Vertical Wall Undergoing 
Condensation-Driven Melting1 

Condensation-driven melting of an initially vertical wall is studied both analytically 
and experimentally. It is shown that a vertical surface undergoing simultaneous 
melting-condensation will not stay vertical and will go through a series of transient 
shapes before attaining a steady-state shape. Numerical solutions are obtained both 
for the transient shapes of the wall and the heat transfer. The steady-state shape of 
the wall is found to be the one which yields a constant melting rate along the wall. 
The total melting rate is shown to increase during the time the shape change occurs 
such that the steady-state shape yields about 35 percent more melting rate than the 
initial vertical wall. Experiments are conducted at one atmosphere pressure by 
condensing saturated steam on vertical surfaces of slabs made of naphthalene, 
biphenyl, and stearic acid. The heat transfer and shape change data are found to 
compare well with the predictions. 

Introduction 
Simultaneous melting-condensation on vertical surfaces 

was first investigated by Tien and Yen [1]. In their analysis, 
they assumed that the condensing vapor and melting solid 
were the same substance. Hence, the melt and condensate 
layers formed a single liquid film. Limiting their analysis to 
high Pr liquids and using an integral technique, Tien and Yen 
obtained closed form solutions for the local and average heat 
transfer coefficients. Their results were found to compare 
well with the exact similarity solutions. Epstein and Cho [2] 
analyzed laminar film condensation on a vertical melting 
surface when melt and condensate were two immiscible 
substances. They transformed the partial differential 
equations for the melt and condensate using the similarity 
transformations technique originally employed by Sparrow 
and Gregg [3] and solved the equations using the integral 
method. The results for the heat transfer or the melting rate 
were presented in terms of six dimensionless parameters, 
cP,n^T,lhsf, c AT,/h/g, Pr,„, Prc, {pmp,ml pciic)

xn, and 
km/kc(vc/vmyn. The temperature of the interface between 
the melt and the condensate was, however, not evaluated. 
Recently Taghavi-Tafreshi and Dhir [4] have also studied 
condensation driven melting on a vertical wall for the case 
when melt and condensate are two immiscible substances. In 
their work, similar solutions of the governing momentum and 
energy equations were obtained for high Pr liquids and 
numerical results for melting rate, condensation rate, and 
interface temperatures were presented in terms of six 
dimensionless parameters, cpmAT,/hs/, cpcAT,/hfg, pc/pm, 
cpc/c

Pm< kc/km, and \t.cl\im. In addition, Taghavi-Tafreshi 
and Dhir conducted experiments with saturated steam con
densing on vertical surfaces made of naphthalene, biphenyl, 
and stearic acid. The experimental results of the melting rate 
were found to compare well with their analytical predictions. 

In all of the theoretical models [1, 2, 4], it is assumed that 
during the time period of interest the melting surface remains 
vertical despite the fact that melting rate varies along the wall. 
The experiments reported in [4] show that, because of 
nonuniform melting, an initially vertical wall stays vertical 
only for a very short period of time. Thus the vertical wall 
assumption made in [1, 2, 4] is violated if large time periods 

This work received partial support from NSF Grant CME 7918258. 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 19, 
1982. Paper No. 81-HT-12. 

of simultaneous melting-condensation are of interest. 
Contreras and Thorsen [5] have analyzed transient melting of 
a solid due to condensation of vapor. Their analysis also 
yielded transient shapes of the solid. However, the analysis of 
Contreras and Thorsen [5] has a severe weakness in that the 
change in the local acceleration in the direction of flow 
resulting from the change in the shape of the solid has been 
ignored. For this particular reason their analysis showed that 
the solid never achieved a steady-state shape. 

In this paper the shape change of an initially vertical surface 
undergoing simultaneous melting-condensation is studied 
both theoretically and experimentally. The transient shapes 
and the effects of the shape change on the total melting rate 
and the heat transfer rate are investigated. Steady-state shape 
of the initially vertical wall undergoing simultaneous melting-
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Fig. 1 Typical results for condensation-driven melting of a vertical 
wall [4] 
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Fig. 2 Physical model for condensation on a melting surface of an 
arbitrary shape 

condensation is also predicted. Experiments are performed by 
condensing saturated water vapor on initially vertical surfaces 
made of naphthalene, biphenyl, and stearic acid. 

Analysis 

Exposure of the vertical surface of a solid maintained at its 
melting temperature to vapor having saturated temperature 
higher than the melting temperature of the solid will result in 
condensation of the vapor and melting of the solid. Assuming 
that condensate and melt are immiscible and flow down the 
surface in the form of laminar films, Taghavi-Tafreshi and 
Dhir [4] have obtained results for the melting and the con
densation heat transfer coefficients and for the temperature 
of the interface2 between the melt and the condensate. For 
liquids of high Prandtl number, their expression for the 
overall heat transfer coefficient at the wall based on melt 
properties and overall temperature difference across the two 
layers can be written as 

A?-
km(dT,„/dy)\y=0 

= 7?[ 
(Pm-Pu)gek,, V (1) 

Tsat-Tmek " L 4vmAT,x J 

The coefficient 7? was found to be a function of the following 
dimensionless parameters: cpmAT,/hsf, cpcATf/hJg, pc/p,„, 
Cpc/Cp„n kc/km, and MC/>,„- Figure 1 shows typical results for 
7? from their study. It must be pointed out that the results 
presented in [4] were obtained by neglecting inertia terms in 
the momentum equations of the melt and the condensate 
layers. The solutions obtained by neglecting inertia terms are 
within + 20 percent of the exact solutions for Pr,„ and Prc > 1 
and cpmAT,/hsf and cpcAT,/hfg < 1. However, the differences 
between the two solutions [6] are much smaller for common 
liquids for which Pr,„ and Prc > > 1 and cpm AT, lhsj and 
cpcAT,/hfg<<\. For example, for the melt and the con
densate materials used in the present work the difference in 
the values of 7? obtained from the intertialess and the exact 
solutions is less than 0.1 percent. 

Several interesting observations can be made in relation to 
equation (1). 

(/) The overall heat transfer coefficient during 
simultaneous melting-condensation can be written in terms of 
melt layer properties alone in a fashion similar to that for 
condensation on a vertical wall. The numerical coefficient, 
7?, depends on both melt and condensate properties and has 
to be evaluated from the solution of the governing equations. 

(/'/) The numerical constant, 7?, does not depend on the 
variation of acceleration in the direction of flow. For a 
surface in which the local acceleration increases with distance 
from the leading edge, the local heat transfer coefficient can 
be written as 

A? = 7? 
(Pm-Pv)gef{k„ ! M (2) 

4umAT,x 

where gefr in equation (2) is defined following the work of [7] 
as 

[gM]A 

[g(x))mdx 

(3) 

The evaluation of the interface temperature is very important, since it will 
indicate if the melt will not boil or the condensate will not freeze at the in
terface. 

The use of equation (3) is valid only as long as at a given 
location the pressure gradient generated by the varying film 

N o m e n c l a t u r e 

p 

i(x) 

Seff -

"h 

A? = 

m" 

local penetration of the 
melting surface, see Fig. 2 
specific heat at constant 
pressure 
component of gravitational 
acceleration in the direction 
of flow at location x, see 
Fig. 2 
gravitational acceleration 
effective gravity defined in 
equation (3) 
latent heat of vaporization 
latent heat of fusion 
heat transfer coefficient 
defined in equation (1) 
thermal conductivity 
total length along the 
melting surface 
height of the melting surface 
melting rate per unit area 
averaged over the height of 
the surface 

Pr = Prandtl number, \xpIk 
s = horizontal distance denoting 

recession of the surface 
relative to the trailing edge, 
see Fig. 2 

T = temperature 
T'meii = melting temperature of the 

solid 
rsa l = saturation temperature of 

the vapor 
/ = time 

t0 = characteristic time defined 
inequation (15) 

ATm = temperature difference 
across the melt layer 

AT, = total temperature difference 
across melt and condensed 
layers, Tsal - Tmek 

x = coordinate along the 
melting surface 

y = coordinate normal to the 
melting surface 

z = 
p = 

7? = 

r = 
n •= 

v = 
P = 
r = 

Subscripts 
c = 

m = 
s = 

ss = 
x = 
z = 

vertical coordinate 
dimensionless penetration 
of the melting surface, b/Lz 

coefficient defined in 
equation (1) 
dimensionless vertical 
coordinate, z/Lz 

dynamic viscosity 
kinematic viscosity 
density 
dimensionless time defined 
in equation (14) 

condensate 
melt 
solid 
steady state 
based on x-coordinate 
based on z-coordinate 
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thickness is much smaller than that resulting from the 
gravitational acceleration. The effect on yl of neglect of 
inertia terms in the momentum equation is of the same order 
of magnitude for the variable acceleration surface as is for the 
vertical wall. 

(Hi) The melting rate along the vertical wall varies as x~1/4. 
The consequence of the third observation is that soon after 

initiation of simultaneous melting-condensation, the surface 
will not remain vertical because of uneven melting rate along 
the wall. With the change in the shape, the local acceleration 
will continuously vary along the surface. The acceleration will 
be zero at the leading edge and will be equal to the earth 
normal gravity at the trailing edge where the melt leaves the 
surface. Figure 2 shows one such surface. For the shapes in 
which acceleration is not constant but increases from the 
leading to the trailing edge, the local heat transfer coefficient 
or the melting rate can be calculated from equation (2) while 
using a proper functional form of g(x) in equation (3). Next 
we see how the shape of the initially vertical surface will 
change with time and what the steady-state shape will be. 

Steady-State Shape. Very rapid melting at the leading 
edge will cause the region near the leading edge to flatten with 
a resultant decrease in local acceleration in the direction of 
flow. Decreased acceleration will cause a reduction in the 
local heat transfer coefficient and in turn reduced melting 
rate. Such a self-limiting process will occur in time all along 
the wall. However, the acceleration at the trailing edge will 
remain unaffected since the liquid there must flow vertically 
downwards. Intuitively, the wall will achieve a steady-state 
shape, if there is one, when the melting rate is the same 
everywhere on the wall. Since the melting rate is directly 
proportional to the heat transfer coefficient, the steady-state 
shape will be one for which the local heat transfer coefficient 
is the same everywhere along the wall. 

For laminar film condensation on surfaces with forward 
stagnation point, it has been shown by Dhir and Lienhard [7, 
8] that the heat transfer coefficient is independent of the 
distance in the direction of flow if local acceleration increases 
linearly with distance from the leading edge. Local ac
celeration for such a surface can be written in terms of 
gravitational acceleration as 

*(*) x (4) 

The coordinate, x, in the direction of flow and coordinate, z, 
in the vertical direction are related by 

dz _ g(x) 

dx g„ 
(5) 

Integration of equation (5) while using the relation given by 
equation (4) and noting that z = 0 and x = 0 and z=Lz when 
x — Lx, yields the following for such a surface 

and 

Lr XL,) 

(6) 

(7) 

As shown in Fig. 2, the coordinate s representing the 
horizontal distance of the melting surface from the trailing 
edge is related to x- and z-coordinates as 

ds 

dz -J(£) 1 (8) 

Use of equations (6) and (7) in (8) and integration yields a 
relation between the horizontal and vertical coordinates 
describing the surface having constant melting rate 
everywhere as 

r7 
= tan~ 

L7 
— - 1 -
z (B-(l) <" 

The subscript ss on s indicates the relative local penetration 
with respect to the trailing edge when the melt surface 
acquires a steady-state shape. When the gravitational ac
celeration given by equation (4) is used in equation (3), to 
evaluate geff, the heat transfer coefficient for the steady-state 
shape is obtained from equation (2) as 

(Pm-Pv)8ekm
ihs/1

 l / 4 

^vmAT,Lz J 
h° =-v°[-
"Us It 

Transient Shapes. Before accepting the above proposition 
that a steady-state shape exists for an initially vertical wall 
undergoing simultaneous melting-condensation, it is im
portant to know if the wall would attain such a shape. Also, 
we would like to know what shapes the vertical wall will go 
through before attaining such a steady-state shape. The 
physical model used to analyze this is shown in Fig. 2. A 
relation governing the recession of the melting surface from 
its original position can be obtained by making an energy 
balance at the melting surface as 

db q ^h«AT, 

dt PshSf Psh: sf 

where b is the local horizontal distance of the melt surface 
from its original position. The distance, b, which also 
represents the absolute penetration of the melt front into the 
solid is related to the relative penetration distance, s, used in 
equation (8) as 

ds db 
s = b(z,t)-b(Lz,f)or—=— (12) 

dz dz 

Use of equation (2) along with equations (3), (5), (8), and 
(12) in (11) yields an expression for the dimensionless local 
horizontal position of the melt front as 

H-(frr[i'Mf)T*] 
In equation (13), the dimensionless variables, fj, f, and T are 
defined as 

1/4 

(13) 

P = b/Lz, S=z/Lz, and r=t/t0 

where the characteristic time, t0, is defined as 

' • = ^[ ; 

(14) 

(15) 
7? Lk,„3ATt

ipm(pm-pu)gJ 

The initial and boundary conditions for equation (13) are 

/3 = 0 a t T = 0 for 0 < f < l (16) 

and 

dp_ 
= 0at f = l forO<T (17) 

The boundary condition, equation (17), is obtained by 
utilizing the fact that at the trailing edge the melt must flow 
vertically downwards (note that this boundary condition is 
consistent with the vertical surface and with equation (9) 
describing the steady-state shape of the melt front). 

The following procedure was used to evaluate /3(f,0 from 
equation (13). Knowing that at r = 0 the penetration distance 
is /3 = 0 everywhere ( 9 / 3 / 3 T = 0 ) , the right-hand side of 
equation (13) was evaluated for values of f greater than zero. 
Thereafter, equation (13) was integrated over a very small 
time interval, AT, using the fourth-order Runge-Kutta 
technique. This resulted in a set of values of @(£,AT). The 
values of d/3/df were then obtained by using a central dif
ferencing scheme. Thereafter, Simpson's rule was used to 

Journal of Heat Transfer MAY 1983, Vol. 105/237 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 3 Test apparatus 

evaluate the integral on the right-hand side of equation (13). 
This in turn allowed the evaluation of the right-hand side of 
equation (13) at T = A T . With the known values of the right-
hand side at T = 0 and T = A T and the value of /3 at T = A T , 
Adam's second-order open formula [9] was used to determine 
(3 at T = 2 A T . The above procedure was repeated to evaluate (3 
at subsequent times. The values of /3 at r = 0 could not be 
obtained because of singularity on the right-hand side of 
equation (13). At a particular time the value of fi at T = 0 was 
obtained by extrapolating the results of /3 near the leading 
edge. 

Experimental Apparatus and Procedure 

Condensation-driven melting experiments were conducted 
by condensing saturated steam on one of the vertical faces of 
slabs made of naphthalene, biphenyl, and stearic acid. Data 
for the local penetration of the melt front into the solid and 
the shape of the surface as a function of duration of the ex
periments were taken. 

Experimental Apparatus. The apparatus used for per
forming experiments has essentially two parts—the vapor 
generating tank and the structure for holding the vertical 
surface. Figure 3 shows the apparatus which is the same as 
described in [4]. 

The vapor generating tank is made of 1.5-mm thick 
stainless steel sheet and has dimensions of 25 X 38 x 55 cm. 
Glass windows are provided in two joining sides of the tank to 
facilitate visual observations during the experiments. A valve 
is placed at the bottom of the tank for draining the contents of 
the tank. To boil the test liquid, six cylindrical heating 
elements each with a rating of 4.5 kW at 220 V are attached to 
one of the walls of the tank. The tank is covered by an 
aluminum lid which has a 15-cm dia opening in it. The melting 
surfaces are exposed to vapor exiting from the opening. 

The structure fabricated to support the slabs is made out of 
wood. Two side walls are rigidly fixed to a 3-cm thick wooden 
base. The spacing between the vertical walls is 8 cm, and is 
such that the test slabs just fit between these walls. A vapor 
deflector plate made out of aluminum sheet is placed over the 
opening in the lid covering the vapor generating tank. The 
deflector plate directs the vapor towards the melting surface 
and it partly covers the slab. The height of the plate is ad
justed such that a small clearance exists between the deflector 
plate and the slab. As the melting progresses and the vertical 
surface starts to recede, the slab needs to be moved forward so 
that the melt falls off freely and the melting surface ex-

o ___. _ 
O 0.2 0.4 0.6 0.8 1.0 1.2 1.4 | I 6 

Dimensionless Horizontal Oistance From Trolling Edge, pit,T)-0(l,T) 

Fig. 4 Numerical solutions for the transient shapes of an initially 
vertical wall undergoing condensation-driven melting 

„ 8 I 1 1 1 : 1 1 r 

Dimensionless T ime , T 

Fig. 5 Dimensionless penetration of the trailing edge as a function of 
dimensionless time 

periences minimum end effects. This is accomplished by 
turning a 2.5-cm dia threaded rod held between two nuts 
rigidly fixed to the bottom plate. 

Experimental Procedure. Prior to each experiment, a slab 
of a given material—generally 8 cm in width, 8 cm in height, 
and 16 cm in length—was cast. The procedure used in casting 
the slab was the same as described in [4]. After casting, the 
slab was placed in a bath of warm water. The temperature of 
the slab was maintained a few degrees below the melting 
temperature of the solid. This was done to make sure that 
almost all of the energy released during condensation was 
utilized in melting of the solid. Meantime the heaters in the 
tank were switched on to boil the test liquid. The liquid in the 
vapor generator was kept in a boiling state for about 10 min to 
free the upper space in the tank and the liquid of any non
condensables. The power to the heaters was adjusted so that 
the vapor generation rate was usually several times the rate 
needed for steady-state condensation on the melting surface. 
However, the vapor velocity near the melting surface is 
calculated to be small so that effect of the inertia of the vapor 
on the condensation-melting process can be expected to be 
small. Although no precise determination of complete ab
sence of noncondensables in the system was made, yet little 
change in the results was found when experiments were 
conducted with longer pre-experiment boiling times and 
higher vapor generation rates. 
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Table 1

differ
ence
%

Comparison of the experimental data and analytical results for condensation-driven melting of a vertical surface

Analytical Surface Real Dimension- Relative penetration Absolute penetration
prediction height time less time of the midplane of the trailing edge

(4) 13(112, r) - 13(1, r) 13(1, r)
'Y? aTm/aT, L,,[m) I, [s] r expo numeri- differ- expo numeri-

cal ence cal
result fIlo result

Melt!
condensate

Run
no.

Fig. 6 Photograph showing cross section of an initially vertical
surface made of biphenyl after 3.456 min (. = 0.44) of exposure to
saturated steam

IA Naphthalene/ 0.080 115.0
Water 0.95 0.990

IB 0.080 93.6

2A Biphenyl! 0.083 207.4
2B Water 0.89 0.991 0.076 168.0
2C 0.080 188.8

3A Stearic acid/ 0.068 178.6
Water 0.92 0.985

3B 0.076 196.8

Run 2A
Tobie I

0.174 0.032 0.131 0.174 -24

0.142 0.026 0.138 0.142 - 2.5

0.440 0.060 0.078 -23 0.420 0.440 - 4.6
0.398 0.055 0.052 + 5.7 0.355 0.398 -II
0.420 0.063 0.072 -12.6 0.400 0.420 4.7

0.223 0.044 0.040 +11 0.220 0.223 - 4

0.207 0.040 0.037 + 6.2 0.244 0.207 +18
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Fig. 7 Comparison of the observed and predicted surface profiles
after 3.456 min (T = 0.44) of steam condensation of an initially vertical
wall

Dimensionless Time, T

Fig. 8 Variation of the average melting rates during the time it takes
the initially vertical surface to acquire a steady·state shape

results. In Fig. 4, the surface shape given by equation (9) for a
constant melting rate everywhere is also plotted. It is noted
that the numerical calculations for r> 4 compare extremely
well with the analytical results proving that the steady-state
shape is indeed the one for which the melting rate is the same
everywhere on the surface.

Figure 5 shows the dimensionless absolute penetration of
the trailing edge of the initially vertical surface as a function
of dimensionless time. At small times, dflldr= 1 indicates that
the trailing edge behaves as part of a vertical surface. For
large times, the component of gravity along the surface
decreases as the surface deviates from vertical and in the limit
dflldr approaches 4f'ih. The penp,tration rate dflldr = 4f'ih
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Experiments were conducted by positioning the slab in the
holder which was subsequently placed over the lid of the
vapor generator. The vapor deflecting towards the solid led to
melting of the surface. As the melting progressed and the
surface receded with accompanying shape change, the
threaded rod was turned fast enough to keep the trailing edge
of the melting surface at the edge of the bottom support plate.
The experiments were terminated when the end effects started
to influence the shape of the melting surface. Thereafter, the
heaters were switched off, and the slab was removed from the
support structure. The size of the slab was compared with its
original size to determine the penetration of the melting
surface. Photographs of the slab were taken in all the ex
periments to obtain qualitative and quantitative information
about the shape of the melting surface.

Results and Discussion

It was pointed out earlier in the section on analysis that a
vertical melting surface cannot remain vertical due to the
nonuniform rate of melting along the direction of flow.
However, the uneven melting process is self limiting. The
location with initial higher melting rate recedes faster, which
results in smaller local acceleration in the direction of flow.
This in turn causes a reduction in the local melting rate.
Consequently, the initially vertical surface will undergo a
series of transient shapes before it acquires a steady-state
shape. Numerical integration of equation (13) yields the
absolute penetration of the melt front into the solid as a
function of dimensionless time, r, and the dimensionless
location, S, in the vertical direction. In Fig. 4 the results of
such an integration are presented. In plotting the surface
shapes (location of the melt front) relative penetration, slL z
= fl (s, r) - (J(l, r), is used instead of the absolute penetration,
flU,r). This is done to facilitate the presentation of the
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corresponds to the rate at which the trailing edge will recede 
when the melting surface acquires a shape in which the ac
celeration along the surface increases linearly from zero to 
earth normal gravity (steady-state shape). 

Several experiments were performed by condensing 
saturated steam on vertical surfaces of slabs made of 
naphthalene, biphenyl, and stearic acid. The experiments 
were terminated before the end effects started to influence the 
shape of the melting surface. Table 1 lists the dimensionless 
absolute penetration of the trailing edge, /3(1,T), as well as the 
dimensionless relative penetration of the midplane, i.e., 
/S(l/2,r) - /3(1,T), obtained in different experiments. The 
observed penetration rates lie within +18 and - 2 4 percent of 
the predicted values. The error in the measurement of relative 
penetration distances is expected to be ± 3 percent. However 
the deviation in the predicted values of (S because of un
certainty in the duration of the experiment and the ther-
mophysical properties of the melts is calculated to be ±10 
percent [6]. 

Figure 6 shows a photograph of cross section of an initially 
vertical surface of a slab of biphenyl after 3.456 min (T = 0.44) 
of exposure to saturated steam. Figure 7 compares this ob
served shape with that predicted from numerical integration 
of equation (13) up to T = 0 . 4 4 . It is seen that the observed 
surface profile matches well with the numerical solution. Here 
it must be mentioned that the surface shapes at longer times 
could not be obtained experimentally because of difficulties 
associated with the end effects. The duration of the ex
periments, however, was such that the times needed for the 
condensate and the melt films to reach steady-state were much 
shorter. It has been shown in [4] that the time in which the 
films will reach their steady-state for the melt-condensate 
combinations studied in this work is less than 6 s ( T < 0 . 0 1 5 ) . 
As can be inferred from Fig. 4, hardly any change in the shape 
of the vertical wall will occur during this time. 

During the period the shape of the surface changes, the 
local and total melting rates also change. The local average 
melting rate decreases because the newer shapes have less 
average effective gravity. The total melting rate, however, 
increases since the newer shapes provide more surface area for 
melting. To quantify these effects, two average melting rates 
per unit length and per unit height of the surface are defined 
as 

AT P Lx 
ti;=—f-\ h%x)dx (18) 

AT, [Lx n 

hsfLz Jo 

Equation (18) gives the melting rate based on actual surface 
area while equation (19) represents the melting rate based on 
the projected area. In equations (18) and (19), h° is given by 
equation (2). It must be remembered that during the period 
the shape changes, Lz remains constant, but Lx continuously 
increases. Figure 8 shows the dependence of two melting rates 
on dimensionless time. The melting rates shown in Fig. 8 are 
normalized with the melting rate for the vertical wall (r = 0), 
where 

/&;(r = 0) = /ii;(T = 0)= — h°0c=Lx=Lz) —!• (20) 
i % 

In equation (20), hf is given by equation (1). Figure 8 shows 
that the average melting rate based on actual surface area 
decreases while the average melting rate based on the 
projected surface area increases. Thus, as the initially vertical 
surface acquires its steady-state shape the total melting rate 
will increase by 35.5 percent. Since the ratio, Lx/Lz, for the 
steady-state shape is 2, the average melting rate per unit 
surface area decreases by about 32.2 percent. It is seen from 
Fig. 8 that the melting rates attain their limiting values 
asymptotically. A steady-state time, TSS = 3.5, can be defined 
based on the melting rate attaining, say, 95 percent of its 
asymptotic value. 

Conclusions 

1 The shape of an initially vertical wall undergoing con
densation-driven melting changes with time. The steady-state 
shape is found to be the one that yields constant melting rate 
everywhere on the wall. 

2 The equation describing the transient shapes of the 
surface can be nondimensionalized such that it is applicable to 
any combination of materials. Data for the rate of 
penetration of the melt front into the solid and the shape of 
the melt front are obtained and found to compare well with 
the predictions. 

3 The local and the average melting rates are found to 
change during the time the surface goes from the initial to the 
steady-state shape. The total melting rate for the steady-state 
shape is about 35 percent more than for the vertical wall. 

4 The melting rate is calculated to attain 95 percent of its 
asymptotic value at a dimensionless time of about 3.5. 
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Effect of Transverse Misalignment 
on Natural Convection From a Pair 
of Parallel, Vertically Stacked, 
Horizontal Cylinders 
Experiments were carried out to determine the effects of transverse misalignment on 
the natural convection heat transfer characteristics of a pair of equitemperature, 
parallel horizontal cylinders situated one above the other. During the course of the 
experiments, which were performed in air, the transverse offset was varied 
systematically at several fixed vertical separation distances, while the Rayleigh 
number ranged from 2 x 104 to 2 x 105. At small vertical separations, transverse 
offsetting causes an increase in the upper-cylinder Nusselt number (up to 27 per
cent) compared with that for the perfectly aligned case [i.e., no offset) and, 
furthermore, the Nusselt number is responsive to small offsets. On the other hand, 
at larger vertical separations, the offset-affected upper-cylinder Nusselt number is 
lower {by up to 20percent) than the no-offset value but is quite insensitive to small 
offsets. At large transverse offsets, the upper-cylinder Nusselt number slightly 
exceeds that for a single cylinder, with the increase being due to a horizontal airflow 
induced by the acceleration of the lower cylinder's plume. For all of the cases in
vestigated, the lower-cylinder Nusselt number was virtually identical to that for a 
single cylinder. 

Introduction 

Natural convection heat transfer from arrays of two or 
more parallel horizontal cylinders are encountered in 
numerous applications including, for example, space heating, 
refrigeration condensers, and oil heaters. In such arrays, there 
may be cylinder-to-cylinder interactions owing to the buoyant 
plume that is spawned by each cylinder and which may im
pinge on other cylinders. It has been demonstrated [1-3] that 
the impingement may either increase or decrease the heat 
transfer relative to that for a single horizontal cylinder, 
depending on the vertical separation distance between the 
cylinders of the array. In particular, enhancement of the array 
heat transfer can be achieved by proper positioning of the 
cylinders relative to each other. 

In all of the quantitative studies of arrays of horizontal 
cylinders that appear in the published literature [1-3], the 
various cylinders were situated one above each other in a 
common vertical plane. In practice, however, transverse 
misalignments may occur so that the plume rising from a 
lower cylinder will not impinge symmetrically on the cylinder 
above it. The effects of such transverse misalignments are 
presently unknown and, in fact, it cannot be said with cer
tainty whether the misalignment will increase or decrease the 
heat transfer. If it were known that misalignment increases 
the heat transfer at certain vertical intercylinder separation 
distances, then intentional misalignment could be employed 
as an enhancement technqiue. 

The experiments described in this paper constitute a 
systematic study of the effect of transverse misalignment on 
the heat transfer characteristics of a pair of parallel 
horizontal cylinders situated one above the other. A schematic 
side view of the investigated physical situation is pictured at 
the left in Fig. 1. As seen there, the transverse center-to-center 
distance (i.e., the transverse offset) is denoted by W, while S 
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denotes the vertical center-to-center distance. Both cylinders 
have the same diameter, D. The offset will be specified in 
terms of the W/D ratio, with W/D = 0 corresponding to 
perfect alignment. 

The experiments were performed for eight distinct 
transverse misalignments in the range 0 < W/D < 3. In this 
regard, it should be noted that while the geometrical 
"overlap" of the cylinders ceases to exist for W/D > 1, their 
fluid flow interactions may persist for larger W/D values. In 
particular, the plume which rises from the lower cylinder 
induces a transverse flow toward it from the ambient, and this 
transverse flow will wash over the upper cylinder even when 
W/D is considerably greater than one. Also, it is quite 
conceivable that the plume width might exceed the cylinder 
diameter, D. 

The second geometrical parameter that was varied during 
the experiments is the dimensionless vertical separation 
distance, S/D. As documented in [3], S/D plays a key role in 
the upper-cylinder heat transfer for aligned cylinders, con
trolling whether the presence of the lower cylinder causes 
enhancement or degradation. In the present investigation, the 
interaction between W/D and S/D will be shown to be of 
great importance and, in fact, the trend of the Nusselt number 
variation with W/D will be different at different S/D. The 
experiments were performed for 2 < S/D < 9. 

For each geometrical configuration defined by W/D and 
S/D, the Rayleigh number, Ra, based on the cylinder-to-
ambient temperature difference and on the cylinder diameter, 
was varied from 2 x 104 to 2 x 105. For each data run, the 
surface temperatures of the two cylinders were identical. The 
aforementioned order of magnitude range in the Rayleigh 
number was achieved by an order of magnitude variation in 
the cylinder-to-ambient temperature difference. Since the 
experiments were performed in air, the Prandtl number was 
virtually constant (~ 0.7). 

The results will be presented in terms of two Nusselt 
number ratios, each of which conveys a different perspective. 
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One of these ratios compares the upper-cylinder Nusselt 
number for W/D > 0 to that for W/D = 0, at common 
values of S/D and Ra. This ratio provides a direct measure of 
the effect of the transverse offset. The second ratio compares 
the upper-cylinder Nusselt number to that for a single 
(noninteracting) cylinder operating at the same Rayleigh 
number. This ratio identifies the effect of the cylinder-to-
cylinder interaction on the upper-cylinder heat transfer 
characteristics. 

For completeness, mention may be made of published 
interferograms of natural convection about three- and four-
cylinder clusters in which there is transverse offset [4, 5], 
Also, in [6], experiments were reported for arrays of very fine 
wires oriented at various angles to the vertical. The Grashof 
number of those experiments was on the order of 10" ' , and 
the minimum interwire spacing was 37.5 diameters. 

In [11], the overall natural convection heat transfer from 
bundles of horizontal tubes was measured, but without 
consideration of misalignment. 

Experimental Apparatus and Procedure 

The two cylinders that comprised the key components of 
the experimental apparatus were fabricated to be identical in 
all respects. Each cylinder consisted of a thick-walled 
aluminum sleeve which housed a brass, wire-wound heater 
core. Aluminum was chosen for the heat transfer surface 
because, when polished to a mirrorlike finish, it enables the 
radiative heat loss, which competes with the natural con
vection, to be maintained at a very low level. Another relevant 
property of aluminum is its high thermal conductivity which, 
coupled with the selected wall thickness (0.635 cm), yields a 
thermal boundary condition that closely approximates 
uniform wall temperature. The final outside diameter of the 
cylinder, after completion of the surface finishing operations 
(hand-lapping and polishing), was 3.787 cm, and its length-
diameter ratio, L/D = 20, closely approximates an infinite 
cylinder, especially in view of the precautions used to 
minimize end effects (to be described shortly). 

The heater core was designed to fit snugly within the bore 
of the aluminum sleeve, and continuous contact at the core-
sleeve interface was ensured by application of copper oxide 
cement prior to assembly. Brass was chosen as the core-tube 
material because of its relatively high thermal conductivity, 
easy machinability, and compatibility with aluminum (i.e., 
nongalling sliding contact). Eight longitudinal grooves were 
machined into the core-tube surface to accommodate the 
electrical resistance wire (0.0254-cm dia chromel covered with 
0.00762-cm thick Teflon insulation). The wire was wound in 
series in a back and forth pattern, with the bridging of the 
wire between longitudinal grooves being accomplished via 
circumferential grooves adjacent to the ends. The core tube 
was made slightly shorter than the external sleeve to diminish 
possible end losses, and its hollow center served as a conduit 
for the thermocouple lead wires. 

Seven thermocouples embedded in the aluminum sleeve 
were used to measure the cylinder wall temperature. The 

ETCH MARKS -

Fig. 1 Two-cylinder array with transverse misalignment (left-hand 
diagram); method for setting the transverse offset (right-hand diagram) 

thermocouple junctions were positioned 0.05 cm from the 
exposed surface of the cylinder. Three of the thermocouples 
were situated at midspan (midway between the ends) and were 
deployed around the circumference. The other four ther
mocouples were situated along the top of the cylinder at 
symmetric positions to either side of the midplane, respec
tively at 17.8 cm and 34.9 cm from it. All thermocouples 
(including those used to measure the ambient temperature) 
were made of small diameter (0.0127 cm) iron-constantan 
wire with a view to minimizing measurement errors associated 
with lead-wire conduction. The thermocouples had been 
calibrated prior to their installation. 

The cylinders were supported by a frame which facilitated 
their precise positioning and which, in particular, provided 
vertical and horizontal adjustment capabilities for setting the 
vertical separation distance, S, and the horizontal offset, W 
(Fig. 1, left-hand diagram). The frame was of open con
struction to avoid interference with the buoyancy-induced 
airflow about the cylinders, but it possessed strength and 
stability so that any cylinder positioning, once set, was 
maintained. 

The upper cylinder was stationary with respect to the 
frame, and its alignment with the horizontal was adjusted by 
leveling the base plate of the frame. On the other hand, the 
horizontal and vertical positions of each end of the lower 
cylinder could be set independently (within bounds). This 
freedom enabled the lower cylinder to be leveled with the 
horizontal, to be aligned parallel to the upper cylinder, and to 
be set at any position consistent with desired values of the 
separation and offset distances 5 and W. The minimum 
distance between the lower cylinder and the floor of the room 
was 88 cm. 

The design of the suport system enabled the vertical center-
to-center separation distance, S, to be varied continuously 
over the range from one to nine diameters, with the value of S 
being read with an optical cathetometer having a smallest 
scale division of 0.005 cm (i.e., about 0.1 percent of the 
cylinder diameter). The transverse offset, W, could also be 

N o m e n c l a t u r e 

S = 
A = surface area of cylinder 
D = diameter of cylinder 
F = intercylinder angle factor 
g = acceleration of gravity 
h = average heat transfer 

coefficient 
k = thermal conductivity 

Nu = cylinder Nusselt number, 
hD/k 

Nu„ 

Nu* 

Pr 
Q 

Qrad 
Ra 

= upper-cylinder Nusselt 
number for zero offset 

= single cylinder Nusselt 
number 

= Prandtl number 
= convective heat transfer rate 
= radiative heat transfer rate 
= Rayleigh number, {gfi(Tw — 

Ta)D'i/v2\Yx 

T 
T 
•*• o o 

W 

P 
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V 

a 

vertical center-to-center 
separation distance 
cylinder wall temperature 
ambient temperature 
transverse center-to-center 
offset 
thermal expansion coefficient 
emissivity 
kinematic viscosity 
Stefan-Boltzmann constant 
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varied continuously between W/D = 0 and 4.5, but with the 
adopted method for setting and quantifying the offset, it was 
convenient to vary Win discrete intervals, specifically, AW = 
'AD. 

The method for setting the transverse offset will be 
described with the aid of the main diagram of Fig. 1. The 
diagram shows a plexiglas alignment fixture clamped in place 
on the upper cylinder. This is one of three such fixtures that 
were used in the offsetting procedure - two being positioned 
adjacent to the respective ends and the third placed at mid-
span. Before the clamps were secured, each fixture was 
carefully leveled with respect to the horizontal. As seen in the 
diagram, vertical etch marks at intervals of 'AD had been 
machined along the face of the fixture. 

With all fixtures in place and leveled, a plumb line was held 
along the relevant etch mark on one of the fixtures, and the 
lower cylinder was repositioned until the plumb line hung 
tangent to it. This process was repeated for the other two 
fixtures, and checks were made to ensure that tangencies were 
simultaneously attained at all three fixture positions. Once the 
offset had been established, the fixtures were removed. 

It still remains to describe the brackets by means of which 
the frame supported the cylinders. These brackets were 
designed to minimize thermal communication between the 
cylinders and the frame. Each bracket was a fingerlike 
plexiglas rod (diameter = 0.953 cm) inserted into the bore of 
the cylinder at each end. Adjacent to the inserted end of the 
rod, an up-pointing pyramid-shaped protrusion had been 
fabricated. The cylinder rested on the tip of the protrusion 
with point contact. A slight depression in the contacting 
surface of the cylinder ensured that the cylinder did not 
"wander" with respect to the support point. 

Extraneous transverse fluid flow adjacent to the ends of the 
cylinders was eliminated by the use of curtainlike side baffles. 
The baffles were made of rigid 1-cm-thick fiberglass in
sulation hung in a vertical plane so as to be in contact with the 
end faces of the aluminum sleeve1. Thus, the baffles also 
served to minimize extraneous conduction from the ends of 
the cylinders. At any intercylinder separation distance, the 
baffles extended about 10 cm above the upper cylinder and 
below the lower cylinder. 

The ambient air temperature was sensed by a vertical array 
of six thermocouples attached to the frame. The ther
mocouple junctions were positioned so that they could not 
"see" the surfaces of the cylinders. 

A particularly noteworthy feature of the experiments was 
the laboratory room in which they were performed. The walls, 
ceiling, and floor of the room are insulated with 46 cm of 
cork, and there is no ductwork or vents. It is situated in a 
basement, away from external walls (i.e., a room within a 
room). The total volume of the room is 70 m3, and it contains 
various objects having a large aggregate heat capacity.The 
combination of the thermal isolation and large heat capacity 
makes for unusual thermal stability. Futhermore, thermal 
stratification, even after long data runs, was negligible. To 
avoid thermal and flow disturbances, all instrumentation and 
power supplies were situated outside the laboratory, and it 
was never entered during a data run. 

With regard to instrumentation and experimental 
procedure, various aspects have already been mentioned, and 
further relevant information will now be conveyed. Electric 
power was fed to the cylinders by a regulated a-c supply which 
provided an output that was constant to within 0.1 percent or 
better. The heater voltage drops and current flows (measured 
as shunt voltages) were read to four significant figures by a 

In actuality, thick paper rings were placed between the ends of the cylinder 
and the fiberglass baffles. This eliminated the possibility of the end of the 
cylinder being embedded in the fiberglass. 

multimeter which also read the thermocouple emf's to within 
1//V. 

For each geometrical configuration characterized by WID 
and SID, the Rayleigh number was varied over the range from 
20,000 to 200,000 by varying the wall-to-ambient temperature 
difference, AT = (Tw - Ta) from about 4.5°C to 57°C. The 
sought-for thermal boundary condition for each data run is 
that the AT 's for the two cylinders are identical. Owing to the 
effect of the lower cylinder's plume on the upper cylinder, the 
attainment of precise AT equality was a difficult undertaking 
which required numerous adjustments of the input power, 
with appropriate equilibration periods between each setting. 
When the AT 's for the two cylinders differed by less than 'A 
percent, equality was deemed to have been achieved. 
Typically, about 16 hrs were required to achieve temperature 
equality at a given Rayleigh number. Data reproducibility was 
generally in the 1 percent range. 

Data Reduction 

Nusselt numbers for both the upper and lower cylinders 
were evaluated from the experimental data, but primary 
attention will be focused on the upper cylinder results because 
the lower cylinder Nusselt numbers were found to be 
virtually identical to those for a single cylinder. The 
dimensionless groups used in the presentation of the results 
are the average Nusselt number, Nu, the Rayleigh number, 
Ra, and the geometrical parameters W/D and S/D, where Nu 
and Ra are defined as 

Nu = hD/k, Ra={B(](Tw-Tca)D
3/v2}PT (1) 

The thermophysical properties appearing in these equations 
were evaluated at the film temperature, Tf = Vi(Tw + T„), 
aside from /3 which was set equal to \/Tx. The density ap
pearing in v was calculated from the perfect gas law. 

Attention will now be directed to the determination of the 
heat transfer coefficient of either cylinder. From its definition 

h = Q/A(Tw-TC0) (2) 

With regard to the wall temperature, T„, the extreme 
measured circumferential variation was only 0.4 percent of 
(Tw — Tm), and these variations were averaged arithmetically. 
The extreme axial variation was 3>/2 percent of (Tw - r „ ) , 
with the temperature decreasing from the midplane of the 
cylinder to the ends in a manner that was perfectly symmetric 
about the midplane. Owing to the symmetry and with x 
measuring the distance from midspan toward either end of the 
cylinder, a second-degree polynomial, Tw(x) = a + bx + cx2, 
was passed through the data at the three axial stations where 
temperature data were available. This polynomial was then 
integrated over the length of the cylinder to give an average 
value for Tw, and this average was used in evaluating equation 
(2). 

For T„, the virtual absence of stratification (at most, a few 
tenths of a percent of (Tw - T„)) suggested that an arithmetic 
average of the readings of the six ambient thermocouples was 
sufficient. 

The convective heat transfer rate, Q, was determined from 
the electrical power input, with due consideration of possible 
extraneous losses due to radiation and natural convection. 
For the radiation analysis, both cylinders were asumed to 
have the same graybody emissivity, e, equal to 0.05 (highly 
polished aluminum). The intercylinder angle factor, F, was 
taken from p. 343 of [7] (configuration 7), with a 
multiplicative constant of Vi introduced into the right-hand 
side. This modification is needed because the F of [7] is based 
on half the cylinder circumference, while the angle factor 
needed here is based on the entire circumference. The 
laboratory room closely approximated an isothermal en-
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closure, so that the radiation incident per unit area on the 
cylinder(s) due to emission at the walls of the room is oT„A. 

With this information as input and noting that the two 
cylinders were at the same essentially uniform temperature 
Tw, an analysis based on a diffuse radiation model yielded 

&ad _ e | l - ( l - e ) ^ - 6 F ) a C r i v
4 - 7 V ) 

A ~ l - ( l - £ ) ^ ( ' 

The values of Qmi were found to lie in the range of 5-7 
percent of the power input and were subtracted off. 

Estimates of the possible extraneous heat conduction losses 
at the ends of the cylinder suggested that these losses were 
negligible (less than 1 percent of the power input). The size of 
these losses reflects the measures taken to minimize them - the 
point-contact support and the insulation curtains that con
tacted the ends of the cylinders. De facto support for the 
neglect of the conduction losses will be provided shortly by 
comparisons of the single cylinder results with those of the 
literature. 

The evaluation of all quantities appearing in equation (2) 
has now been set forth, so that h may be determined and 
substituted into the Nusselt number in equation (1). All 
quantities needed for the Rayleigh number evaluation 
(equation (1)) have also been discussed. 
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Fig. 2 Comparison of the upper-cylinder Nusselt number in the 
presence of transverse misalignment to that for the perfectly aligned 
case, S/D = 2 

Results and Discussion 

Results for a Single Cylinder. To establish the accuracy level 
of the present results by comparisons with the literature, 
supplementary experiments were performed in which only one 
cylinder was employed. These experiments covered the 
Rayleigh number range from 2 X 104 to 2 X 105, and the 
corresponding Nusselt numbers were correlated by 

Nu*=0.592Ra0-23 (4) 

with data scatter of 1 to 2 percent. The asterisk is used to 
identify the single cylinder case. 

With regard to the literature, the most prominent 
correlations for natural convection about a single horizontal 
cylinder are those of McAdams [8], Churchill and Chu [9], 
and Morgan [10]. With respect to McAdams, it is interesting 
to note that the correlation which appears in the third and 
final edition (1954) of the McAdams monograph is the same 
(and is based on the same data) as that which appears in the 
first edition (1932). The data base for the McAdams 
correlation is quite limited and comes from an era where the 
available instrumentation was much less accurate than that of 
the present. In view of this, it was deemed appropriate to 
consider more modern correlations for comparison with the 
present results. 

Churchill and Chu (1975) used a single algebraic equation 
to correlate Nusselt number data which span a Rayleigh 
number range of 1015. Whereas such a wide-ranging 
correlation offers great convenience, it tends toward a 
moderate sacrifice of accuracy. In particular, in the Rayleigh 
number range of the present experiments, the Churchill-Chu 
correlation falls below the data on which it is based. 

The most comprehensive survey of the available single-
cylinder data is that of Morgan (1975). In contrast to 
Churchill and Chu, he chose to employ five distinct algebraic 
relations to respectively correlate the Nusselt numbers in 
various ranges of the Rayleigh number, thereby achieving 
greater fidelity with the data. For this reason, it is believed 
that the Morgan correlation is the best available represen
tation of the literature. In the Rayleigh number range of the 
present data, 2 x 104 to2 x 10 \ Morgan gives 

Nu*=0.480Ra'/4 (5) 

A comparison of equations (4) and (5) between Ra = 2 x 
104 and 2 x 10s shows a maximum deviation of 3.3 percent. 
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Fig. 3 Comparison of the upper-cylinder Nusselt number in the 
presence of transverse misalignment to that for the perfectly aligned 
case, S/D = 5 

This remarkable level of agreement provides a strong af
firmation of the present experimental technique and supports 
the contention of negligible conduction losses. 

Effect of Transverse Misalignment. As noted in the 
Introduction, the results for the two-cylinder configuration 
will be presented in two distinct formats aimed at providing 
different perspectives. In both formats, attention will be 
focused on the upper-cylinder Nusselt number since, for the 
investigated operating conditions, the lower-cylinder Nusselt 
number is equal to that for the single cylinder. 

The first presentation format is structured to highlight the 
effect of the transverse misalignment. To this end, the upper-
cylinder Nusselt number, Nu, in the presence of misalignment 
is ratioed with the Nusselt number, Nu0, corresponding to a 
perfectly aligned upper cylinder {W/D = 0). In the ratio, both 
Nu and Nu0 correspond to the same vertical center-to-center 
separation distance and to the same Rayleigh number. Thus, 
departures of Nu/Nu0 from unity provide an immediate 
indication of the effect of the transverse misalignment. 

The Nu/Nu0 results are plotted as a function of the 
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Fig. 5 Rayleigh-number-averaged Nu/Nu0 ratios for S/D = 2, 5, and 9 

(dimensionless) transverse offset in Figs. 2-4 over the range 
from W/D = 0 to 3. Each figure pertains to a specific vertical 
separation distance, S/D, respectively equal to 2, 5, and 9. In 
each figure, results are presented for four Rayleigh numbers, 
namely, Ra = 2 x 1 0 \ 6 x 1 0 \ 1 0 \ and 2 x 1 0 \ as 
identified by the different data symbols. Furthermore, in each 
figure, a vertical band corresponding to a 1 percent variation 
in Nu/Nu0 is identified in order to emphasize the small scatter 
of the data (~ 1 percent). 

Examination of Fig. 2 shows that at a small vertical 
separation distance, such as S/D = 2, transverse offsetting 
causes an increase in the Nusselt number compared with that 
for the perfectly aligned case. The offsetting can give rise to a 
significant enhancement, the extent of which increases as the 
Rayleigh number decreases. At the lowest of the investigated 
Rayleigh numbers, enhancements as large as 27 percent are in 
evidence. 

In contrast to the foregoing, a remarkable reversal in trend 
occurs as S/D increases, as can be seen from Figs. 3 and 4. At 
the S/D of these figures (5 and 9, respectively), transverse 
offsetting causes a decrease in the Nusselt number relative to 
that for zero offset. Overall, the decrease is greater at the 
largest vertical separation (17'/2-20 percent) than at the in
termediate vertical separation (7 Vi -15 percent). 

The occurrence of offset-related enhancement at small S/D 
and degradation at larger S/D will now be rationalized, after 
which other characteristics in evidence in Figs. 2-4 will be 
identified and discussed. With regard to the enhance
ment/degradation issue, it is relevant first to examine the no-
offset case and its Nusselt number, Nu0 . As will be 
documented shortly and as shown in the literature (e.g., [3]), 
Nu„ is lower than the corresponding Nusselt number for a 
single cylinder when S/D is small (e.g., when S/D = 2). That 
is, for small S/D, the head-on impingement of the lower 
cylinder's plume diminishes the upper cylinder heat transfer. 
When the upper cylinder is given a transverse offset, the effect 
of the impingement is lessened, and the heat transfer coef
ficient increases. 

In contrast to the foregoing, the Nu0 values for S/D = 5 
and 9 exceed those for the single cylinder, indicating that the 
head-on impingement of the lower cylinder's plume is 
beneficial for the upper cylinder heat transfer. Consequently, 
when the impingement is lessened or eliminated by transverse 
offsetting, the upper-cylinder heat transfer coefficient 
diminishes. It is also worthy of note that Nu0 for S/D = 9 is 
greater than that for S/D = 5. Consequently, when the 
enhancement due to head-on impingement is eliminated by the 
transverse offsetting, the extent of the Nusselt number 
decrease is greater for S/D = 9 than for S/D = 5. 

The behavior of Nu„ with S/D, which forms the basis of 
the foregoing discussion, can be made plausible by noting that 
the rising plume from the lower cylinder presents the upper 
cylinder with a preheated, quasi-forced-convection flow. The 
elevated temperatures of the fluid in the impinging plume tend 
to diminish the upper-cylinder heat transfer, while the finite 
velocity of the approach flow tends to increase the heat 
transfer. At small vertical separation distances, the preheating 
is the stronger of the two effects, giving rise to a decrease in 
the upper-cylinder heat transfer. On the other hand, the 
approach-velocity effect dominates at larger separation 
distances, and the heat transfer is enhanced. 

Returning now to Figs. 2-4, attention will be focused on the 
specifics of the Nusselt number variation with transverse 
offset. At the smallest vertical separation (Fig. 2), Nu is 
responsive even to small offsets and, in fact, most of the 
offset-related changes occur for W/D < 0.75. For W/D > 1 , 
further offsetting has no effect on the Nusselt number. This 
behavior is reflective of the narrowness of the plume that 
impinges on the upper cylinder. In particular, it suggests that 
if the upper cylinder is positioned so that W/D > 1 , it lies 
outside the plume of the lower cylinder. 

With increasing vertical separation, the variation of the 
Nusselt number with W/D reflects a broadening of the im
pinging plume. For S/D = 5 and moreso for S/D = 9, the 
Nusselt number is not very responsive to small offsets. Most 
of the offset-related effects for S/D = 5 occur for W/D < 1, 
and the Nusselt number is independent of further offsetting 
when W/D > 1.5. In contrast, for S/D = 9, significant 
variations of Nu/Nu0 with W/D continue to occur for W/D 
> 1 and, in fact, small but noticeable variations persist to the 
largest of the investigated offsets, W/D = 3. 

The Nu/Nu0 ratio is little affected by the Rayleigh number 
at the largest of the investigated vertical separations {S/D = 
9), while at the other separation distances (S/D = 2 and 5) 
there is a noticeable dependence on Rayleigh number. For 
both of the latter S/D, the Nu/Nu0 values are arranged in a 
regular pattern with Rayleigh number, with larger Nu/Nu0 

corresponding to lower Rayleigh numbers. The largest overall 
spread in Nu/Nu0 with Ra is about 0.09, and this spread is 
uniform for W/D > 1. 

With a view toward attaining a concise comparison of the 
results for the various vertical separations, the Nu/Nu0 values 
in each of Figs. 2-4 were averaged over the Rayleigh number. 
The resulting Nu/Nu0 versus W/D distributions are plotted 
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a single cylinder, S/D = 5 

in Fig. 5 with S/D as curve parameter. This figure reaffirms 
the importance of S/D in determining whether offsetting 
enhances or degrades the Nusselt number relative to its no-
offset value. Also, the sensitivity of the Nusselt number to 
small offsets is seen to diminish with increasing S/D while, 
concurrently, the Nusselt number becomes more responsive to 
larger offsets. 

Effect of Intercylinder Interactions. The upper-cylinder 
Nusselt numbers will now be compared with the Nusselt 
numbers, Nu*, for a single cylinder. For this purpose, the 
results will be presented in terms of the ratio Nu/Nu*, where 
Nu and Nu* correspond to the same Rayleigh number. 
Departures of Nu/Nu* from unity indicate the enhancement 
or degradation of the heat transfer coefficient at the upper 
cylinder which results from interactions with the plume that is 
spawned by the lower cylinder. 

The Nu/Nu* results are presented in Figs. 6-8, where they 
are plotted as a function of the transverse offset for 
parametric values of the Rayleigh number. The successive 
figures correspond respectively to vertical separation 
distances S/D o f 2, 5, and 9. 

Attention is first directed to the smallest vertical separation 
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(Fig. 6). For this case, it is seen that Nu/Nu* < 1 for zero 
offset, thereby verifying an assertion made in the last section 
of the paper. The Nusselt number increases rapidly with 
increasing offset, with the result that Nu = Nu* when W/D 
= 0.75. For larger offsets, Nu/Nu* takes on a constant value 
equal to 1.03 - 1.04. The fact that Nu differs from Nu* for 
large offsets is, at first thought, somewhat surprising. Indeed, 
it might be expected that the upper cylinder, when positioned 
well to the side of the lower cylinder's plume, would behave 
like a single cylinder. The rationalization of the measured 
behavior of Nu/Nu* for large offsets will be discussed 
shortly, after the results for the other S/D are presented. 

The Nu/Nu* data for S/D = 5 are plotted in Fig. 7. Here, 
the Nusselt number for the zero-offset case is enhanced 
relative to that for the single cylinder. Although the overall 
effect of offsetting the upper cylinder is to decrease the 
Nusselt number, the heat transfer processes appear to be quite 
forgiving of small offsets such as W/D = 0.25. The major 
decrease in Nu due to offsetting occurs between W/D = 0.25 
and 0.75. For offsets for which W/D > 1.5, Nu/Nu* ^ 
constant = 1.03. Thus, as was also true for the S/D = 2 case, 
the large-offset Nusselt numbers are slightly greater than 
those for the single cylinder. 

For S/D = 9 (Fig. 8), there is appreciable enhancement of 
the zero-offset Nusselt numbers. Furthermore, the upper-
cylinder heat transfer processes are quite forgiving of 
moderate offsets, as witnessed by the fact that Nu/Nu* is 
essentially constant over the range 0 < W/D < 0.5. For 
greater offsets, Nu/Nu* decreases, with the most rapid 
decrease taking place in the range between W/D = 0.5 and 
2.0, whereafter there is a slow tailing off. At W/D = 3, the 
largest offset investigated, Nu/Nu* = 1.03, which is con
sonant with the results for the other S/D cases. 

It remains to rationalize the finding that the upper-cylinder 
Nusselt numbers corresponding to large transverse offsets are 
slightly greater than those for the single cylinder. In this 
regard, it is relevant to consider the pattern of fluid flow 
associated with a rising plume. The plume, which accelerates 
as it moves upward, draws additional fluid to it from the 
ambient, with the streamlines being essentially horizontal. 
Such a horizontal flow is created by the plume spawned by the 
lower cylinder. This flow washes over the upper cylinder when 
it is situated to the side of the lower cylinder's plume. Thus, 
under these conditions, the upper cylinder experiences what is, 
in effect, a horizontal forced convection flow that is super-
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Fig. 9 Rayleigh-number-averaged Nu/Nu * ratios for S/D = 2,5, and 9 

posed on its self-induced buoyant flow. The resulting mixed 
convection flow gives rise to a small enhancement of the heat 
transfer coefficient compared to that of the single cylinder. 

The effect of the Rayleigh number on the Nu/Nu* results of 
Figs. 6-8 will now be discussed. For all cases, at those offsets 
where there is a significant spread of the data with Rayleigh 
number, Nu/Nu* increases with increasing Rayleigh number. 
In general, the Rayleigh number dependence is significant 
only in the range between W/D = 0 and 0.5 for S/D = 2 and 
5, and between W/D = 0 and 1.5 for S/D = 9. For larger 
offsets, the data are virtually independent of Rayleigh 
number. 

The Nu/Nu* data of Figs. 6-8 were averaged with respect 
to Rayleigh number and are brought together in Fig. 9 to 
provide a concise presentation and to highlight the effects of 
vertical spacing. The transition from degraded to enhanced 
upper-cylinder heat transfer with increasing vertical 
separation is clearly in evidence. Offsetting tends to moderate 
both the enhancement and the degradation, so that the results 
for the various S/D blend together to a common value, 
Nu/Nu* = 1.03 at sufficiently large offsets. Because of the 
broadening of the lower cylinder's plume as its length in
creases, the interaction of the upper cylinder with the plume 
extends to larger offsets as S/D increases. 

Concluding Remarks 

The experiments performed here constitute a systematic 
study of the effect of transverse misalignment on the heat 
transfer characteristics of a pair of equitemperature, parallel 
horizontal cylinders situated one above the other. The heat 
transfer coefficients at the lower cylinder were found to be 
virtually identical to those for a single cylinder, so that 
primary attention is focused on the upper-cylinder heat 
transfer results. 

The upper-cylinder Nusselt numbers corresponding to a 
range of transverse offsets were compared with that for no 

offset (i.e., perfectly aligned upper and lower cylinders), with 
the Rayleigh number, Ra, and the vertical intercylinder 
separation, 5, fixed for the comparison. At the smallest 
separation distance (S = 2D), transverse offsetting causes an 
increase in the Nusselt number (up to 27 percnet). On the 
other hand, at larger vertical separations (S = 5D and 9D), 
the offsetting decreases the Nusselt number (up to 20 percent). 

The Nusselt number is responsive to small offsets when the 
vertical separation is small but does not respond to further 
offsetting when the offset exceeds the cylinder diameter. At 
larger separations, the heat transfer is hardly affected by 
small offsets but becomes more responsive to larger offsets. 
These characteristics reflect the broadening of the plume 
spawned by the lower cylinder as the plume length increases. 

The ratio of the Nusselt numbers with and without offset 
tends to be larger at lower Rayleigh numbers than at higher 
Rayleigh numbers. 

The upper-cylinder Nusselt numbers were also compared 
with those for a single cylinder. At small vertical separations, 
the intercylinder interactions degrade the upper-cylinder heat 
transfer coefficient relative to the single-cylinder value, while 
the interactions cause enhancement at larger separations. 
Offsetting tends to moderate both this enhancement and 
degradation. At large offsets, the upper-cylinder Nusselt 
number slightly exceeds that for the single cylinder (by about 
three percent), the increase being due to a horizontal airflow 
induced by the acceleration of the lower cylinder's plume. 
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An Experimental Study of Plane 
Plumes in Cold Water 
The peculiar. density variation of water with temperature makes the Boussinesq 
approximations invalid in the vicinity of density extremum conditions. The 
buoyancy force reversals which often arise from the density extremum have been 
studied in many recent investigations. The formulation of an accurate density 
relation has resulted in a simplified analysis for many convective motions. Two 
such analyses have dealt with the flow generated above a heated line source in cold 
water, around the extremum point. We present an experimental investigation of 
such flow. Temperature measurements have been carried out for ambient tem
peratures, /„>/,„, the temperature of density extremum, for pure water at at
mospheric pressure. These measurements are in satisfactory agreement with the 
analyses. As the ambient temperature is successively increased above the density 
extremum temperature, the transformation of the flow behaviour from non-
Boussinesq to Boussinesq is very clearly observed. Velocity measurements have 
been made at t„ =4°C, the extremum temperature. For t„ </„,, very complex flow 
patterns exist, due to the bidirectional buoyancy force. These patterns have been 
visualized. The influence of a bounding impermeable surface below the plume 
source has also been examined. 

Introduction 
Steady-state natural convection plane or line plumes have 

been investigated experimentally quite extensively. Most 
measurements, however, have been made in air, at Prandtl 
numbers of around 0.7. The theoretical framework for all 
such studies has been based on the Boussinesq ap
proximations. A summary of laminar measurements is 
provided in Schorr and Gebhart [1], which also summarizes 
interferometric plume measurements in a silicone oil. This oil 
was used to ensure very high electrical resistivity, to avoid 
power leakage from the electrically heated wire. It also 
resulted in high accuracy measurements, since a large number 
of interferometer fringes result in liquids. The Prandtl 
number was about 6.7. The measurements showed a uniform 
15 percent deficiency in the center line temperature meas
urements, compared to boundary layer calculations. This is in 
agreement with earlier results in air. 

More recently Fujii et al. [2] have made measurements in 
air, water and spindle oil. The results in air show a similar 
discrepancy of about 15 percent. However, for water and 
spindle oil, centerline temperatures were found in good 
agreement with calculations, for flux Grashof numbers in the 
range 103 to 106. 

The measurements of Lyakhov [3] indicated that the 
measured centerline temperatures in air are increased to about 
2.4 percent above calculated values by bounding the space 
below the line source with an impermeable plate. Lyakhov 
noted that this is more consistent with the laminar boundary 
layer approximation, which does not anticipate the induction 
of flow upward from below the level of the energy source. 

Buoyancy induced plume flows in water abound in nature 
and in man made devices. Such flows are of interest in heat 
rejection from power plants and other industrial systems into 
water bodies, such as lakes and cooling ponds. They are also 
important in heat transfer from heated bodies in enclosures 
and in energy storage as sensible heat in a fluid such as water. 
Often the water is at low temperature, around that of the 
density extremum denoted later as /,„. In analyzing such 
buoyancy-induced flows, the Boussinesq approximation 
becomes invalid. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division November 
18, 1981. 

Gebhart and Mollendorf [4] developed an accurate and 
convenient density relationship for pure and saline water 
around density extrema conditions. This relationship makes 
the formulation of natural convection flows in cold water very 
convenient. In a follow-up paper [5], many circumstances 
were identified in which the boundary layer equations reduced 
to the self-similar form. Particular solutions were obtained 
for vertical isothermal surfaces at temperature, t0, for various 
values of the parameters R and Pr, where R = (tm — ^„)/(/o -
r„) and Pr is the Prandtl number. 

Mollendorf, Johnson, and Gebhart [6] have presented 
similar solutions for plane and axisymmetric plumes in cold 
water. The condition necessary for similarity is that the 
ambient medium be at the temperature of the density ex
tremum, i.e., 7? = 0. Results were presented for a range of 
Prandtl numbers from 8.6 to 13.6. 

Gebhart, Carey, and Mollendorf [7] developed a per
turbation analysis, to extend the range of the calculations 
beyond the similarity limitations in [5]. Calculations were 
made for plane line and wall plumes and for a uniform flux 
surface for R^Q but small. A perturbation parameter 
R*=(tm-ta>)/(t0-t^)o was defined. Here (t0-t„)o is the 
value of (t0 - ta) for the similarity formulation obtained in 
[6]. The temperature and velocity functions were expanded in 
terms of this parameter. Sets of self similar equations were 
obtained for the zeroth order functions and first-order 
corrections. Solutions were obtained in Prandtl number range 
of 8.6 to 13.6. 

The present study deals with an experimental investigation 
of plane plumes in cold water, at ambient temperatures, t„, 
around the density extremum temperature. A horizontal, 
electrically heated, teflon-coated chromel wire generated the 
plumes. Temperature maxima were measured across the 
resulting plume, at various downstream distances, x, above 
the source, with a .0127-cm copper-constantan thermocouple 
probe. The flow was visualized and flow velocities were 
determined from time exposure photographs of suspended 
particles in the water. These temperature and velocity 
measurements were compared to the similarity boundary layer 
solution for tO0=tm, i.e., for R = 0. For t00>t,„,R*^0, the 
comparison has been with the calculations in [7]. The in
fluence of bounding the space below the wire with an im-
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Fig. 1 Schematic sketch of the optical arrangement and the plume 
coordinate system: (A) laser source; (B) first surface plane mirror; (C) 
cylindrical lens; (D) wire holder assembly; (£) camera. After passing 
through C the beam emerges parallel to the x-y-plane. 

permeable surface was also determined. The transition of the 
flow toward the Boussinesq condition, at high t„, has also 
been investigated. 

Apparatus and Experimentation 

The energy source used in this experiment was formed on 
the wire holder pictured by Lieberman [8]. The assembly had 
five wires. However, only one of them, the center wire, was 
heated in this study. The distance between the extreme wires, 
used as the reference length, was 5.6 cm. The stretched length 
of the wires across the holder was 42.0 cm. The energy source 
was Omega TFCY-010, teflon-insulated chromel wire of 
.0254-cm dia with a uniform .00762 cm coating of teflon. 
That is, D- .0406 cm and L/D= 1034. Chromel was chosen 
for its high electrical resistivity. The thin teflon coating 
prevented the wire from coming directly in contact with the 
water. This reduced the electrical power leakage directly to the 
water. The wire holder had been so designed that any slack in 
the wire due to the heating was taken up by elastic brass 
supports, keeping it taut. 

The experiment was carried out in an insulated glass tank of 
dimensions 86-cm depth, 69-cm length, and 66-cm width. The 
insulation limited the bulk temperature rise of the 320 L of 
tank water to 1-2°C per day, under even the coldest test 
temperatures. The flow was visualized by removing part of 
the insulation on one of the tank walls. The tank water was 
deionized and demineralized to further reduce electrical 
leakage. 

A 15 milliwatt helium-neon laser was used for visualization. 
The horizontal beam of light was spread into a vertical plane 

of light about 3-mm thick and 6-cm high, perpendicular to the 
axis of the wire, using a plane mirror and a cylinder lens (see 
Fig. 1). This method was used by Carey et al. [9] for flow 
visualization studies during ice melting. 

Time exposure photographs of the flow were taken using a 
motor-driven 35-mm Nikon camera controlled by a Nikon 
intervalometer. The exposure was controlled to an accuracy 
of ± .05 s. Photographs were taken on Kodak Tri-x-Pan 400 
film. 

To visualize the flow, .75 g of pliolite, ground to 40 n 
particle size, was added to the water. Pliolite is a solid white 
resin used in coatings and adhesives. It is virtually insoluble in 
water and has a specific gravity of 1.026. The small particles 
remain suspended in water for a very long time. They scatter 
the laser light and are thereby made visible. 

Prior to each run, the ambient water temperature was 
reduced to the desired level, t„, using a circulating chiller. 
The water was simultaneously stirred by a motor driven stirrer 
to avoid nonuniformities in temperature. After removing the 
chiller and the stirrer, the tank was allowed to stand for 30 
min to let viscous interaction damp out the circulation 
remaining from stirring. 

The wire holder assembly had three levelling screws which 
were adjusted to make the wire horizontal. The electric circuit 
consisted of a Nobatron MR-36-30 d-c regulated power 
supply, connected in series to a precision .1 fi resistor, a 
rheostat, and the test wire. The voltage drop across the 
resistor indicated circuit current. The voltage drop across the 
test wire was measured using a digital voltmeter. 

The temperature measurements downstream, in the x-
direction, were made with a 0.0127-cm copper constantan 
thermocouple probe. A traverse mechanism was used to move 
the thermocouple probe in each of the three coordinate 
directions, to an accuracy of .0254 cm. This assembly was 
rigidly connected to the tank top. The horizontal alignment of 
the base of the traverse mechanism was checked using a spirit 
level. By rotating the wireholder assembly properly in the 
horizontal plane, it was ensured that the movement of the 
probe along the axis of the wire was truly parallel to the wire. 

Thermocouple output was read from a Hewlett-Packard 
digital voltmeter. An ice reference junction was used. To 
check the temperature of the ice water bath, a precise mercury 
thermometer was inserted inside the bath. This thermometer 
had the measurement range of +1°C to - l.°C. The tem
perature of ice was always within the range 0 ± .03°C. 

Results and Discussion 

Temperature Measurements for t„=tm, i.e., R = 0 = R*. 

N o m e n c l a t u r e 

cp = specific heat of fluid 
d = (tQ —f „) for the similarity 

solution, =A^-3(«+4) 
D = diameter of the line source 

including the insulation 
/ = nondimensional stream 

r / Gr \A "1 
function, = \p(x,y)/ Uvl —^ J 

g = acceleration due to gravity 

= Grashof number, = — -̂ a.dqI„ 
vL 

= integrated convected energy 

i oo 

4>f'dr) 

Gr,. 

/,„ = integrated buoyancy force 

wdi) 

A/ = measured length of streak 
L = length of the line source 

N = constant in equation (1), 
Q 4 -| l/(? + 4) 

L 43gac 4 cr i 
Pr = Prandtl number of fluid 
q = exponent in the density 

equation for cold water, 

1.894816 for pure water at 1 
bar 
half of the energy input to the 
line source at x = 0, per unit 
length of the source 

frm-fa. ) 

Co-'.) 

U0 _ ? 0 o ) o 

t = temperature 
At = maximum temperature dif

ference across the plume at a 
given *, = (/o-'<») 

Q 

R = 

R* 

Journal of Heat Transfer MAY 1983, Vol. 105/249 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm
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Fig. 2 Comparison of centerline temperature data variation at 
t „ = 4.0°C with the similarity solution of Mollendorf et al. [6] 

The local temperature maxima, t0(x), at many levels of A: were 
measured, for ?oo=4.0°C. The data points, as (t0-t„), for 
five input levels, Q, axe plotted in Fig. 2. The lines are the 
variations resulting from the similarity solution [6], which for 
R = 0, yields 

(t0-t„)^d(x)=Nx'^"+4) (1) 

In equation (1), TV is a constant which depends on the fluid 
properties and the strength of the line energy source, and q 
depends on the salinity and the pressure level of the fluid. We 
note that the centerline temperature decay is proportional to 
x~Vi in the similarity solution of laminar plume flows, when 
Boussinesq approximations are employed. q=\ in equation 
(1) corresponds to this situation. For cold pure water at 1 bar, 
9=1.894816. 

All the experimental points in Fig. 2 are seen to be within 10 
percent of the predicted variation using (1). The slopes n of 
linear least square fit lines through the data, for each Q, listed 
in Table 1, are very close to the theoretical value of n = — 
0.5089. The average value is n = -0 .50 . 

The temperature difference, t0-t„, from equation (1), is 
rewritten in the nondimensional form as 

T= [(70 - 0 / e K 4 3 / V X ) = Gr, (2) 
The data is then collectively compared with the similarity 
solution, in Fig. 3. Again, the agreement is good. 

Figure 4 is a comparison of additional data with the 
calculations, in terms of T, when the space below the heat 
source is bounded by an impermeable horizontal surface. The 
surface was approximately 1.4 cm below the wire. These 
measurements show a systematic difference from those in Fig. 

Table 1 The slopes of linear least square fit lines through 
experimental points for various Q 

Q(W/m) 
- M 

9.9 
.46 

25.0 
.50 

33.3 
.51 

43.4 
.55 

55.7 
.48 

3. They are consistently higher than the theory line, although 
they follow the predicted slope. 

In comparing the data with the theoretical temperature 
decay, as given in (1), fluid properties have been determined 
at t„. If the properties are evaluated instead at t0, a 3 percent 
difference results in calculated values of (t0 -1„). This small 
change in the calculated lines results from off-setting effects 
in the expression for TV in (1). TVhas been obtained in [6] as 

Q4 -] 1/(7 + 4) 

= [ 91 1 (3) 

A decrease in n is compensated by an increase in Ip and / „ , 
due to a lower Pr at higher temperature. The variations in p 
and cp are negligible in comparison. However, this tendency 
may not be taken as a general justification for using a con
stant property analysis. If fi and Pr vary significantly over the 
flow field, the constant property analysis will require 
correction. Carey et al. [10] examined the effects of variable 
viscosity on plume centerline temperatures for Boussinesq 
flows. It was found that, for water, the variable viscosity 
would tend to increase the centerline temperature, over that 
found by the constant property analysis. Near the source 
where the value of (t0-t„) is large, this correction may be 
quite significant. 

Applied here, this tendency would result in shifting the 

Nomenclature (cont.) 

x = 

y = 

velocity component parallel to 
the x-direction, = d\p/dy 
velocity component parallel to 
the.y-direction, = - d\[//dx 
buoyancy force parameter 
= [\(j>-R\i- \R\i] 

the vertical coordinate 
direction 
coordinate 
direction 

in the horizontal 

Greek Symbols 
p = density 
a = parameter in the density equa

tion, 9.297173E-06(°C)-" for 
pure cold water at 1 bar 

<S> = 

0 = 

V = 

/* = 
e = 

AT = 

nondimensional temperature 

V~t„) 
variable, = 

.) 
stream function 

nondimensional horizontal 

Gr_, 

x / \ 4 
coordinate, = ( — ) ( —- j 

kinematic viscosity 
dynamic viscosity 
angle of inclination of the 
streak from the -t-x-axis 
exposure time of photograph 

i3 = coefficient of thermal expan 

1 

P 
sion of the fluid, (1) 

Subscripts 

<» = value in the ambient 
m = value at the point of density 

extremum 
x = local value at a given x 
0 = value at y = Q 
0 = value of quantity for the 

condition of t„ = /,„ 
1 = first order correction t„ ^ t.„ 
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• 0=43.4 W / m l 
O 0=55.7 W/m) 

Investigation 

Analysis [6] 

Fig. 3 Comparison of nondimensional centerline temperature 
measurements at t„ = 4.0°C with similarity solution of Mollendorf et al. 
[6] 

Present 
investigation 

(a 0 =25.0 W/m 
I A 0 =33.3 W/m 
[o Q =43.4 W/m 

Analysis [6] 

Fig. 4 Comparison of nondimensional centerline temperature 
measurements at f^ =4.0°C with the similarity solution of Mollendorf 
et al. [6]. The space below the heat source was bounded with an im
permeable surface. 

theoretical lines upward in Figs. 2, 3, and 4. The data in Figs. 
2 and 3 would, as a result, fall below the modified theory, 
whereas measurements in Fig. 4 would probably be in closer 
agreement. This is in accordance with Lyakhov's [3] ob
servations. However, a complete explanation would require 
an analysis of the variable property effects for the non-
Boussinesq plume flows. 

Another noteworthly feature in Figs. 3 and 4 is the 
generally good agreement over the whole range of Grashof 
numbers, from 10 to 104. The lower end of this range cer
tainly lies outside the usual validity of boundary layer ap
proximations. Higher Grashof number values could have 
been achieved at higher values of Q. However, the variable 
property effects would be more important, and the more 
rapid tank stratification would reduce the allowed time for 
measurements. Higher Q values also cause gases to come out 
of solution into bubbles on the heat source. 

Hieber and Nash [11] have calculated higher-order 
corrections to the zeroth order boundary layer solution of the 
plane plume, based on the Boussinesq approximation. 
Although their results do not strictly apply in these ex
perimental conditions, they are used to estimate the 
magnitude of corrections in (?0 - ?„) due to relatively small 
values of Grx. Evaluating properties at some intermediate 
temperature between tx and the maximum value of t0, the 
estimate, by Joshi [12], is a very small correction. Thus, it is 
not surprising that our experimental results show close 
agreement with the boundary layer solution [6]. 

Velocity Measurements at t„ =tm, i.e., R = 0 = R*. Values 
of the vertical component of velocity, u, at various x and y 
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Fig. 5 Comparison of the measured velocities at »„ =4.0°C with the 
similarity solution of Mollendorf et al. [6], for Q = 35.1 W/m and Q = 55.7 
W/m 

__ 
— ,— 

(Q s55.7 W/m 

O l r o = 5.0 °C 

D t m =6 . I °C 

\ O l m = 7-0°C 

A t r o =U. t°C 

V 0 IQD = I7.6°C 

[ 6 ] , Pr^ lO.6, q= l .09 i81 

[ 6 ] , Pr = 10,6Jq = l 1 o - p 

C131 ,Pr = 6.7 

Fig. 6 Comparison of measured temperature excess maxima, ( i 0 -
(„ ) , with available theory, at various values of ( „ >fm:-similarity 
solution of Mollendorf et al. [6] for ft = 0, g = 1.894816 at Pr = 10.6; - • -
the same analysis with <j = 1, a = /3, and Pr = 10.6; the Boussinesq 
plume flow solution from [13] for Pr = 6.7. In all the theoretical curves 
properties have been evaluated at a temperature corresponding to the 
indicated Prandtl number. 

locations, were determined from enlarged time exposure 
photographs of the flow. The y = 0 position was inferred at 
various downstream locations, x, by bisecting the local plume 
thickness. Location errors of the order of 5 percent may 
occur, resulting in comparable errors in r; in the data com
parison in Fig. 5. Larger errors arise in plumes which have 
meandered considerably from the vertical. Therefore, 
photographs with very little sway from vertical were chosen 
for evaluation. 

The streak length component in the x-direction was 
measured at downstream x and y locations. The velocities 
were calculated from u = (A/cos0)/Ar, where (A/ cos 8) is the 
component of the streak in the x-direction and AT the time 
exposure. A reasonably short exposure, 4 s, gives an accurate 
representation of the local flow velocities. The reference 
length in the photograph was the distance between the two 
extreme wires in the wire holder assembly, 5.6 cm. A 
correction in A/ cos 8 was made, due to the finite thickness of 
the streak. This correction is important for short streaks since 
«oc(A/ cos 8). The data for u and y were then non-
dimensionalized and compared with the calculations in [6], in 
Fig. 5, for Q = 35.1 W/m and 55.7 W/m. The values of u 
beyond rj — 1.5 were too small for accurate measurement. 
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Fig.7 Comparison of experimental results lor too >tm with the per·
turbation solution [7]
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Fig. 9 Visualization 01 the flow at too'" 3.1*C lor two values 01 Q. The
distance between the two extreme wire is 5.6 em: (a) Q '" 25.0 W/m and
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Fig.8 Representative choices olthe pair to and too for too < tm , lor an
energy source, I.e., lorto >t oo

Plume Flows for Which too >tm , i.e., R(x)<O and
R'(x) < O. Measured local temperature excess maxima, (to 
too), at various X, are plotted in Fig. 6 for tests in the range of
too =5.0 to 17.6°C, all for Q=55.7 W/m. For ambient
temperatures other than tm , a similar solution does not exist.
These measurements were made to find how the flow pattern
changes at increasing temperatures to the flow characteristic
at higher temperatures, as the Boussinesq approximation
becomes appropriate. The computed centerline temperature
variations in Fig. 6 are from [6] for R=O, q=1.894816 and
q = 1 at Pr = 10.6, and from [13] for Pr = 6.7. The computed
lines are based on the properties evaluated at temperatures
corresponding to indicated values of the Prandtl number. The
data apply to Prandtl number range 6.8 - 10.6. As too increases
from tl/l' the measured values of to - too, at any x, decrease
toward the lower curve. All data lies below the upper curve,
for too = tl/l' Most of the data points for too :s 7.0°C lie above
the Boussinesq curve for Pr = 10.6. The Boussinesq ap
proximations are thus inadequate. At temperature levels,
too = 14.4°C and 17.6°C, the data are near the Boussinesq
pattern for a Prandtl number value between 6.7 and 10.6.
Also, the slope of the trend of the data decreases from
-3/(q+4) toward -0.6 rather quickly. At too =7.0°C the
slope of the linear least square data fit is already - .58.

For R, R';rO but small, the perturbation analysis in [7]
yields up to the first order

<p(TJ,x) = <Po(TJ) + (qR*)<Pl (TJ) (4)

After some rearrangement (4) ~an be written at TJ = 0 as

R
R' = (1- KR) ,K=qcPI (0) (5)
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Fig. 10 Meandering pattern 01 the buoyant layer at too '" 3.1*C.
Q '" 55.7 W/m and exposure time", 20 s: (a) the swaying buoyant layer at
the extreme left position; (b) the swaying buoyant layer at the extreme
right position.

For pure water at 1 bar <PI (0) = .250324 for Pr = 8.6 and
= .251802 for Pr = 11.6 [7]. Figure 7 compares the low
temperature data in the range 0.3<IR'I<1.15, or 0.6
$ IqR'1 $2.2 with equation (5). The PrandtCnumber effect
on the solid curve is not apparent on the scale of the graph in
the range Pr = 8.6-11.6. All of the experimental points in Fig.
7 are seen to fall above the calculation and the discrepancy
increases with - R. For large IqR' I data points, it is likely
that terms beyond the first order would be necessary in the
analysis, for better agreement. In any case the analysis is
limited by IqR' I < < 1. For predictions of flow and transport
when IqR'1 =0(1), a finite difference solution of the
governing equations would be possible. In any event, the
comparison in Fig. 7 indicates that the perturbation analysis
prediction is quite good, even to large values of the
parameter, R'.

Flow Visualization. For too '2:.t"" the buoyancy force is
upward in the entire flow region. Upflow is observed
throughout the flow region. The observed patterns were very
similar to those reported by Brodowicz and Kierkus [14] and
hence are not presented here.

For too < tl/l the buoyancy force may change direction across
the thermal transport region for locations where to> too is
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Fig. 11 Visualization of the flow at t .. = 2.3·C. Q = 55.7 W/m and
exposure time = 20 s

Flg.13 Observed turbulence in the flow field, when the buoyant layer
rises vertically and then splits. t .. = 3.1·C, Q= 43.4 W/m, and exposure
time = 15 s. An impermeable surface Is placed 1.4 cm below the energy
source.

larger than tm • This is clear from Fig. 8. Various choices of
the pair to >too , (a), (b), and (c) are shown for a heat source.
When to and too are both less than tm, (a), the buoyancy force
is everywhere downward. For too<tm and to>tm, two
possibilities exist. If (to - tm ) is positive but small, (b), the
buoyancy force is downward as in (a). However, for larger
(to - tm ), (c), there is a buoyancy force reversal. It becomes
more prominent downstream until the extremum point. The
resulting flow direction is determined by the spatial
distribution of the buoyancy force.

Figure 9 shows the flow field for too = 3.1 0 C for Q= 25.0
and Q=55.7 W/m. Regions of flow reversal are present for
both Q. Some general remarks can be made about the
buoyancy force variation downstream by considering (c) in
Fig. 8, which is applicable here. Buoyancy force is upward
very close to the source. It decreases in magnitude down
stream, becomese zero locally and finally reverses sign. The
reversal becomes stronger until the density extremum point
and then starts disappearing. The resulting flow is, as ex
pected, quite complicated. For Q=25.0 Wlm the flow
reversal results in the formation of a single vortex with its
center on one side of the source. Ambient fluid is seen to

Journal of Heat Transfer

Fig. 12 Visualization of the flow with an Impermeable surface below
the source t .. =4.0·C, Q = 43.4 W/m, and exposure time = 12 s

Fig. 14 Visualization of the flow with the impermeable surface below
the source. t .. = 2.3·C, Q = 55.7 W/m, and exposure time = 15 s.

entrain into the vortex from the opposite side of the source.
Further up from the vortex region, fluid from the top moves
in the downward direction. This results in an efficient mixing
process of the cold fluid from the ambient with the relatively
warm fluid in the vortex region.

At the higher value of Q= 55.7 W1m, the flow reversal
results in the formation of two vortices, one on either side of
the source. The flow in the region where the upward moving
fluid reverses its direction is very irregular, suggesting a
turbulent flow pattern. The vortex region is entraining fluid
even from far above the source. This results in a more
vigorous mixing of the cold ambient fluid with the warmer
fluid of the vortex region than in Fig. 9(a). The two vortices
observed for Q= 55.7 W1m showed a meandering pattern
with time, shown at the two extreme positions in Fig. 10.

In earlier investigations of Boussinesq plume flows, a
regular meandering pattern has been observed (see for
example [2]) with a time period of the order of five min. No
satisfactory explanation for this phenomenon has been found
so far. Fujii et al. [2] indicated that the meandering cannot be
explained by the linear stability theory, the observed
frequencies being much smaller than theory would indicate.
Hieber and Nash [11] suggest the presence of a triggering
mechanism in the vicinity of the wire.
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With buoyancy force reversals, behavior was even more 
complicated. For Q = 25 W/m the formed vortex was almost 
invariant with time. The buoyant layer simply bent to one 
side, for example, to the left, as seen in Fig. 9(a). It is up, 
above the source, and then turns down. However, when Q is 
increased, a regular meandering pattern is obtained as seen in 
Fig. 10. The structure and position of the two vortices varied 
in a periodic fashion with an approximate time period of 3-4 
min for Q = 55.7 W/m. 

Figure 11 shows the flow at ta,=2.3°C for Q = 55.7 W/m. 
The reversal in the direction of the upward moving buoyant 
layer is at a relatively shorter height than in Fig. 10, because 
the large positive value of (t,„-t„) results in a downward 
buoyancy force, for most of the flow region. 

The Effect of a Horizontal Surface Below the Energy 
Source. Figures 12 to 14 are flows at t„ =4 , 3.1, and 2.3°C, 
when the region below the source is bounded with an im
permeable horizontal surface, 1.4 cm below the source. This 
surface prevents upflow from below. 

In Fig. 12, with g = 43.4 W/m, a different pattern of en-
trainment is seen than in the absence of a bounding surface, 
especially near the source. The presence of the surface results 
in a more symmetric pattern of entrainment. Moreover, near 
the source, the ambient fluid is entrained almost horizontally. 
In the absence of a bounding surface some of the fluid is 
clearly seen to be entrained from below the source. A 
downward velocity component, however, is observed at large 
y in Fig. 12. It becomes quite prominent further downstream 
from the source. This downward component of velocity is 
possibly due to the first order boundary layer correction for 
the flow in the outer inviscid region. 

At t„ = 3.1 °C, flow patterns similar in appearance to those 
in Fig. 9 arise. For lower values of Q, the buoyant fluid layer 
bends to one side of the vertical. Meandering of the buoyant 
layer was observed for higher values of Q. Whenever the 
buoyant layer was vertical during the pattern of meandering, 
the split into two vortices resulted in a region of turbulent 
flow near the split zone. This is observed in Fig. 13. Figure 13 
indicates that, for the same value of /M and Q, the buoyant 
layer rises to a greater height than when the space below the 
source is not bounded, as in Fig. 10(6). 

Figure 14 shows the flow at t„ =2.3°C and Q = 55.7 W/m. 
The pattern appears to be primarily turbulent in nature. The 
presence of the surface results in the turning of the buoyant 
layer and the formation of a vortex. No vortex is seen in 
comparable conditions, Fig. 11, where flow below the source 
is not impeded. 

Conclusions 

The conclusions which may be drawn from this study are 
the following: 

1 For the ambient temperature t„. = tm, the plume 
similarity solution agrees satisfactorily with the temperature 
and velocity measurements. Bounding the space below the 
heat source with an impermeable surface results in an increase 
of downstream temperature maxima somewhat above the 
predictions of theory, even though this configuration is more 

consistent with the assumptions of the boundary layer theory. 
These small differences are attributed to the properties 
variations in the plume. 

2 The flow for t„>tm,R<0, resembles that at tx =4.0°C, 
in general appearance, although it departs from the R = Q 
similar solution. Temperature measurements show the 
gradual transition of the flow from that solution to the 
Boussinesq result at higher values of t„. 

3 For tx<tm, R>Q, the flow departs abruptly from 
boundary layer behavior, because the buoyancy force 
becomes bidirectional in the flow region. The visualizations 
indicate that any asymptotic analysis, around the solution at 
R = 0 quickly becomes completely invalid for such flows. 
These flows would be extremely complicated to model 
analytically. 

4 Visualization results, both with and without a bounding 
surface below the source, show the difference in entrainment 
patterns for ?«, = t,„. For ta < t,„, the presence of a surface 
seems to increase the region of upflow. 
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The Effect of Wall Conduction on 
the Stability of a Fluid in a Right 
Circular Cylinder Heated From 
Below 
The onset of natural convection in a cylindrical volume of fluid bounded above and 
below by rigid, perfectly conducting surfaces and laterally by a wall of arbitrary 
thermal conductivity is examined. The critical Rayleigh number (dimensionless 
temperature difference) is determined as a function of aspect (radius to height) 
ratio and wall conductivity. The first three asymmetric modes as well as the 
axisymmetric mode are considered. Two sets of stream functions are employed to 
represent a velocity field that satisfies the no-slip boundary condition on all surfaces 
and conservation of mass everywhere. The Galerkin method is then used to reduce 
the linearized perturbation equations to an eigenvalue problem. The results for 
perfectly insulating and conducting walls are compared with the work of Charlson 
and Sani [9]. 

Introduction 
The onset of natural convection in a completely confined 

fluid is of interest to researchers in many fields. Prediction of 
the effect of various physical parameters on the growth of 
crystals [1] and optimization of solar energy collection [2] are 
two of the applications of the theory. This paper was 
motivated by a desire to determine the effect of lateral wall 
conductivity on the stability of a cylindrical volume of fluid 
heated from below. 

A large amount of work has been done on various aspects 
of the classical Benard problem (e.g., an unbounded 
horizontal fluid layer heated from below), a good summary of 
which can be found in Chandrasekhar [3]. More recently, the 
effect of lateral walls has been considered. At first, slip was 
allowed on either the lateral walls [4] or the top and bottom 
surfaces [5] so that an analytic solution could be obtained 
through separation of variables. These works approximate the 
case of a rigid container only for large or small aspect ratios, 
respectively. Later, the problem was solved with the no-slip 
boundary condition imposed on all surfaces [6-10]. The usual 
method of solution in this case is to satisfy all of the boundary 
conditions and then approximate the governing equations by 
the Rayleigh-Ritz method or its equivalent (Galerkin). Catton 
[8] applied this procedure to a rectangular region and found 
the critical Rayleigh number as a function of the two aspect 
ratios and two wall conductivities. Charlson and Sani [9, 10] 
determined the critical states in cylinders of arbitrary aspect 
ratio with either an insulating or conducting lateral wall. 

Governing Equations 

The physical system considered here consists of a rigid right 
cylinder filled with an initially motionless Boussinesq fluid 
(Fig. 1). The top and bottom surfaces are assumed to be 
perfectly conducting and maintained at temperatures Tc and 
TH, respectively. The lateral wall is of arbitrary conductivity 
and is assumed to be insulated outside of the lateral walls. It 
follows that the initial velocity, temperature, pressure, and 
density distributions are given by 
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u„ = o Tn = 
TC + TH •to 

(i) 
VP0= -Pog(l+al3z)ez p = p0(l + aPz) 

where (3 = (TH — Tc) IL is the negative initial temperature 
gradient. 

The first three quantities are perturbed by U', T', and P', 
respectively, and substituted into the conservation equations. 
Products of perturbation terms are neglected and the 
equations are nondimensionalized by setting U' = K/LV, T' 
= (3LT, and P' = {p0 VK/L2)P. TWO length scales, L and a, 
are used to nondimensionalize the independent variables z and 
r. This scaling introduces the aspect ratio A = alL into 

Fig. 1 The rotating cylinder and coordinate system 
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the differential operators. The marginal state is thus time-
independent (see [1] and [8]) with the governing equations 

V U = 0 (2) 

V 2 r + e > U = 0 (3) 

V2V + RTez- V P = 0 (4) 

The boundary conditions for velocity are 

dU 
U = 0 and «• — = 0 (from equation 2) on all surfaces (5) 

an 

and for temperature 

T=0atz- • ± - (perfectly conducting) (6) 

(-
\dz2 

l a2 \ , 
dz2 + A2 d02)T A 

C dT 
—^ — at r= 1 (fin approximation) (7) dr 

where C is the wall admittance, 

kfa 

Equations (2-4) and boundary conditions (5-7) form an 
eigenvalue problem. The smallest eigenvalue with its 
associated eigenvector determines the critical Rayleigh 
number and corresponding temperature and velocity fields. 

Trial Functions and Application of the Galerkin 
Method 

From previous work [10, 12] it is known that instability will 
set in as one vertical roll and an unknown number of radial 
rolls. Therefore, the vertical velocity and temperature trial 
functions are chosen to be even functions in z while those for 
the other two velocities are odd. The approximating series for 
temperature is 

T=: E Ti Hm Tim'' Tjm=cos (2m- \)-wzJn{$njmr) (8) 

where n is the mode number (e.g., n = 0 is the axisymmetric 
mode, n— 1 is the first asymmetric mode, etc.). The /3nJm are 
found by applying equation (7) to each term of (8) and 
evaluating at r = l . The resulting characteristic equation for 

Hnjm 

(nC ( n(J YI \ 

-+(2m~l)2r2+-2)jn(P, 
C 

A2' tf'n + l yfinjm ) ~ ^ (9) 

It is convenient to divide the rest of this section into two 
par t s - the axisymmetric mode and asymmetric modes. For 
the former, only one set of stream-functions is needed to 
approximate the velocity field, whereas two are needed for the 
latter. 

The Axisymmetric Mode. Following Charlson and Sani 
[9], the velocity is approximated by a series of solenoidal 
fields, where each field is derived from a streamfunction 

K M 
U s YJ H A'mu>»;Uym=curl (i/ymee) (10) 

j=\ m=\ 

The boundary conditions on \pjm follow from equations (5) 

tjm = 

tjm = 

dz 

Hjn 
dr 

= 0, z = ± 

= 0, / •= ! 

1 
(11) 

(12) 

\*>=0, r = 0 (13) 

Equation (13) is obtained by requiring the solution to be finite 
everywhere. With these conditions in mind and knowing the 
general shape of the mode, ipjm is chosen as follows 

h i=C,„(z) ( 
J\ {.OLjT) It (ay/1) 

(14) 

;=i m = \ 

/ , (« , ) I\(Uj) / 

The ay's are chosen to satisfy equation (12). The result of this 
restriction is 

a 
A 

•™jm » - ^ » "jm > " 

c 

er, ee,ez 
g 

Hjm» H 

h 

Jn 

K 

kf 

kw 

L 

= radius of cylinder 
= aspect ratio, a/L 
= coefficients in 

velocity field 
representations 

= wall admittance, 
kfa 

k t 

= unit vectors 
= acceleration of 

gravity 
= coefficients in 

temperature field 
representations 

= «th order Bessel 
function of the 
second kind 

= nth order Bessel 
function of the 
first kind 

= number of /--trial 
functions 

= thermal con
ductivity of fluid 

= thermal con
ductivity of wall 

= height of cylinder 

U = (u, v, 

Greek Symbols 

M 

M 
N 

n 
P 
R 

r 

t„ 

w) 
V 

z 

a 

aJ 
0 

— 

= 

= 
= 
= 

_ 

= 

= 

= 

= 

= 

= 
= 

number of z-trial 
functions 
N x N matrix 
total number of 
trial functions 
mode number 
pressure 
Rayleigh num
ber, CtgfiLA/vK 
coordinate vari
able, radius 
thickness of 
cylinder wall 
velocity 
cylindrical 
volume 
coordinate 
variable 

coefficient of 
thermal ex
pansion 
roots of (17) 
negative initial 
temperature 
gradient, 
(TH-TC)/L 

Pnjm 

«/ 
€ 

f 
e 
K 

V 

Po 

P 

(j>: 

V* 

= roots of (10) 
= roots of (35) 
= "contained in" 
= stream function 
= coordinate 

variable 
= thermal 

diffusivity 
= kinematic 

viscosity 
= initial mean 

density 
= density 
= stream function 
= stream function 
= roots of (36) 
= Laplacian, 

1 1 9 9 

A2 r dr dr 

1 
+ A2r2 

a2 

w 
i 2 

a2 

-1 x dz2 
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/ i ( « ; ) / 2 ( a / ) + / 1 (a , ) / 2 (a y ) = 0 (15) 

After inserting equations (8) and (10) into (3) and (4), the 
Galerkin method yields 2N equations 

Mu Mn 

R M7I M2: 

r LJ ^ H 

= 0 (16) 

where 

M 

M„ 

- J . »-i. TJm V2 7„dK M12 = I 7)me? .U„dK 

(17) 

: l e > U 
lymr,vrfK M 2 ; :JFU im.v2u,. rfF 

Here, a double overbar denotes a N x Â  matrix. In order that 
a nontrivial solution exists for the coefficients, the deter
minant of the matrix must be zero. 

The vector His eliminated from (16) to reduce the problem 
to standard eigenvalue form 

M ^ - ' M j . M . r ' M , -i) A=0 (18) 

The first critical Rayleigh number and the eigenvector are 
found by using the power method [15]. The vector H is then 
found from the relation 

H-- -Af,,--1 MnA (19) 

The Asymmetric Modes. For n > 1, two two-dimensional 
velocity fields must be used since any one three-dimensional 
field derived from a stream function cannot be made to satisfy 
the no-slip boundary condition on all surfaces. In a manner 
similar to the previous section, we have 

u=u<'>+u(2) 
(20) 

where 

K M 
u < 1 ) s E E ^>.Uy,„<»; U,„,<»=curl (4>Jmer) (21) 

u < 2 ) s E E BjmVjm
m; U,.,„<2> = curl (&„<?,) (22) 

; = i m = i 

The boundary conditions on 4>Jm and £,-,„ are given by 

af =fc,=0. z=±-

Pjm ~ ijm -^ = ^ = ^ = 0 , r = l 

(23) 

(24) 

*/« = 3>,=0, r = 0 (25) 
As before, the last condition comes from the requirement that 
the solutions be finite. Trial functions that satisfy these 
conditions and approximate the desired modes are given by 

<t>jm = sin nO Cm (z) J„ +, (5,-r) (26) 

r , „ = s i n . 0 sin 2 . T O ( ^ 4 - M ^ ) (27) 

where 6, and coj are the roots of the equations 

J„ + i(6j) = 0 (28) 

y„(w /)/„ + 1(aj /)+/„(«y)/ / , + 1(oj/-)-0 (29) 

Note that for n = 1, equation (29) is identical to equation 
(15), 
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Fig. 2 The critical Rayleigh number f o r 0 < C < » , 0 < ^ < 1 
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Fig. 3 The critical Rayleigh number for 0 < C s «>, 1 < y\ < 4 

The Galerkin method applied to equations (3) and (4) yields 
3 N equations. 

M „ M,2 0 

RM2l M22 M23 

0 M32 Mi3 

H 

A 

B 

(30) 

where 

M 11 = S v Tjm V 2 T " d V ' ^ n = \v TJn>ez'WndV, 

^ > = J „ ^ • UJ™W T«dV> &22 = J y U,.ffl<» • V2U,<')rfF, 

^23 = j y VJm
w• V2U,V<2W, M32 = j y U>n<

2>• V2V„VdV, 
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Fig.5 Stability curves forn = 0,1,2,3,0. < A < 1.5, conducting walls 

^33 = JKU,.m<2>.V2U,<2>tfK 

The corresponding eigenvalue formulation is, after 
eliminating B and H, 

(tozt-ttzi&fn-Wn) ^ 2 . ^ n " ' ^ i 2 - ^ }A=0(,32) 

After the vector A is found by the power method, the rest of 
the Galerkin coefficients may be recovered from the relations 

H=-Mn-'Ml2A (33) 

B=-Mv 

[Ml2A 

"MnA (34) 

Numerical Results 
Calculations were performed for several values of wall 

admittances and aspect ratios from zero to four. A sufficient 
number of trial functions were used so that the critical 
Rayleigh numbers are accurate to four significant figures. For 
the axisymmetric mode, 40 terms insured convergence while 
60 terms were needed for the asymmetric modes. For the 
latter, 11 radial and up to 8 vertical terms gave the best 
results. Tables of the roots of equations (15), (28), and (29) 
are given in [16], as well as expansions of the various matrix 
elements. 

The results are plotted on several different graphs in order 
to separate and clarify the various effects. Figure 2 shows the 
critical Rayleigh number and corresponding critical mode 
(i.e., axisymmetric, n = 0, or asymmetric, n > 1) as a func
tion of the wall admittance for aspect ratios up to one. Figure 
3 gives the same information for aspect ratios from one to 
four. Figure 4 demonstrates the effect of wall conductance on 
the critical state for each of the first two modes. Figures 5-8 
give the relative importance of the first four modes for a 
perfectly conducting or insulating lateral wall. These figures 
can be compared directly with the results of Charlson and 
Sani [10]. It should be noted that the form of the ordinate in 
Figs. 2, 5, and 6 allow the critical Rayleigh number to be 
plotted for small aspect ratios, even though Rc — oo as A — 0. 

Discussion 

The effect of a cylindrical lateral wall of arbitrary con
ductance on the critical Rayleigh number has been determined 
as a function of aspect ratio. Figure 2 shows that the critical 
Rayleigh number is about three times higher for conducting 
walls (C = 0) than for insulating walls (C= oo) when the aspect 
ratio is small (i.e., tall cylinders). For all wall admittances, the 
first asymmetric mode (« = 1) is the least stable for aspect 
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ratios up to about 0.8 (the exact value depending on wall 
admittance). At aspect ratios around unity, the axisymmetric 
(n = 0) mode is the least stable. At higher aspect ratios, the 
critical mode basically alternates between these two modes, 
with a few exceptions where a higher mode is the least stable. 

From Figs. 2, 3, and 4, it is noted that the wall conduction 
affects where these "transitions" occur (this is most obvious 
in Fig. 2). In all cases, the effect of a higher wall conductivity 
(C—0) is to increase the range of aspect ratio where the 
axisymmetric mode is the least stable. This is reasonable in 
light of the differences between the axisymmetric and 
axymmetric modes. The dominant difference with respect to 
wall conductance is that the asymmetric modes have an 

Mode 
Velocity rolls 
C=0 C=oo 

Temperature 
rolls 

n = 0 

n = 1 

1.485 1.691 
2.533 2.730 
3.575 3.754 

.748 1.013 
2.074 2.217 
3.195 3.296 

1.81 
2.85 
3.88 

1.163 
2.33 
3.39 

azimuthal temperature distribution that tends to be damped 
out by a high wall conductance while the axisymmetric mode 
does not. That is, if there is an azimuthal temperature im
balance, heat will be transferred by conduction in the wall 
from the hot side to the cold side. The asymmetric modes are 
thus stabilized by a higher wall conductance more than the 
axisymmetric mode. 

Another effect of high wall conductivity is to dampen 
vertical temperature fluctuations. In the case of very tall 
cylinders, the vertical temperature gradient in the fluid is close 
to that of the wall for most of the height so this effect is 
minimal. Similarly, it is expected that for large aspect ratios, 
the azimuthal effect is small while the vertical effect is 
dominant. A comparison of Figs. 5 and 6 verifies that both 
effects of wall conductance are very small for the axisym
metric mode and aspect ratios less than 0.4. 

Even though a higher wall conductance always increases the 
stability of fluid layer, it does not always have this effect on 
any one mode (Fig. 4). Charlson and Sani [9] have shown that 
as the aspect ratio increases, rolls are added by the gradual 
growth of a small roll at the lateral boundary. That is, the 
transitions between number of temperature rolls occurs at 
those aspect ratios where T = 0 and dT/dr = 0 at the wall. 
Unlike temperature, these transition points are heavily 
dependent on wall conductivity, being about 0.2 units of 
aspect ratio lower for conducting walls than for insulating 
walls. This is in disagreement with Charlson and Sani [9] who 
found that wall conduction has little effect on the velocity roll 
transition points for the axisymmetric mode. The insulating 
wall transition points always occur within .01 units of aspect 
ratio of the corresponding peak in the insulating wall stability 
curves. The various transition points are summarized in Table 
1. 

Charlson and Sani [9] solved the axisymmetric problem 
with either a perfectly conducting or insulating lateral wall 
and this work agrees with theirs. In a later paper [10], they 
solved the asymmetric cases with the same boundary con
ditions but obtained critical Rayleigh numbers that are from 7 
to 20 percent higher than for the present work for the first 
asymmetric mode and aspect ratios ranging from 0.4 to 3. The 
difference approaches zero for very small and very large 
aspect ratio cylinders. Also, the results are close for the higher 
asymmetric modes. All of this can be readily explained after 
an examination of the velocity trial functions used by 
Charlson and Sani. 

The degree of success of any variational method is heavily 
dependent on the choice of trial functions. It is not enough for 
these functions to just satisfy the boundary conditions; they 
must also be complete enough to be able to approximate the 
dependent variables. The latter may be obvious, but it is by no 
means a trivial requirement, especially in cylindrical coor
dinates. The problem that one faces is in choosing boundary 
conditions along the axis of the cylinder (/• = 0) that are not 
too restrictive. In going from the axisymmetric to the 
asymmetric stability problem, Charlson and Sani added a 
velocity field of the form 
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U = c u r l ( ^ , = ( 0 , _ , - - - ± ) (35) 

The second component of U is the only representation of the 
azimuthal velocity, v. In order that the vertical velocity (w) 
remain finite on the axis of the cylinder, \j/ must approach zero 
linearly with r. But this means that v also equals zero on the 
axis which for the first asymmetric mode is definitely not true. 
This amounts to "restricting" v and increasing the resulting 
estimate of the critical Rayleigh number. Even though the 
azimuthal velocity is not well represented, one still expects 
Charlson and Sani's results to be good in both limits of aspect 
ratio. For very tall cylinders, the azimuthal velocity is of little 
importance and limiting results such as Yih's [17] are valid. 
At the other extreme, the region around the axis where the 
azimuthal velocity cannot be well approximated becomes 
relatively small compared to the total cylinder cross section 
and should not affect the overall stability calculations. The 
numerical calculations verify all of these conclusions. 

The velocity field U = curl (4/er) is also used in this paper 
but the important difference is that the azimuthal component 
is not relied upon to represent the azimuthal velocity. The 
second velocity field represents both the azimuthal and radial 
velocities satisfactorily. 

There are a few more points worth noting. For aspect ratios 
greater than 2.5, the first four modes are close to being 
equally unstable. Apparently any mode is close to being the 
least stable after the first minimum point on its insulating-
wall curve. Secondly, all of the stability curves for a given 
mode are smooth (e.g., Fig. 8); there are no discontinuities in 
slope as shown by Carlson and Sani. Finally, as the aspect 
ratio increases, the effect of wall conductivity on the marginal 
state decreases compared to the effect of the wall itself. 

Summary and Conclusions 

The Galerkin method was used to solve the thermal stability 
problem of a fluid heated from below and completely con
fined in a cylindrical container with rigid surfaces and an 
arbitrarily conducting lateral wall. Critical Rayleigh numbers 
were obtained for aspect ratios where the limiting solutions 
are not valid. The results for the axisymmetric mode with a 
perfectly conducting or insulating wall were the same as 
Charlson and Sani's while those for the asymmetric modes 
were up to 20 percent lower. The use of stream functions that 
approximate these modes better is credited with the dif
ference. The critical Rayleigh number was determined as a 
function of wall conductivity for aspect ratios less than 4. The 

greatest effect of wall conductivity occurs at low aspect ratios, 
and it has a steadily diminishing effect at higher aspect ratios. 
Finally, transition points for velocity and temperature rolls 
have been determined for the first two modes. 
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Experiments on Transient Thermal 
Convection With Internal Heating 
— Large Time Results 
Experimental data and correlations are presented for the time scales of developing 
and decaying thermal convection with volumetric heating in a horizontal layer. The 
layer is bounded by rigid surfaces, with an insulated lower boundary and an 
isothermal upper boundary. The time for complete flow development/decay, as a 
result of a step change in volumetric heat generation, is simply parameterized in 
terms of the Fourier number for the layer, the step change in Rayleigh number, 
ARa, and the initial/final dimensionless maximum core temperature. For 
developing flows, ARa > 0, results are in good agreement with existing experiments 
and an approximate boundary layer theory. In decaying flows, Fourier numbers are 
larger than those of previously reported experiments for a motionless final state. 
Data for turbulent-to-turbulent transitions when ARa < 0 suggests that the ap
proximate boundary layer theory underestimates the Fourier number. Experimental 
uncertainties on measured Fourier numbers are generally well within the limits of 
uncertainty allowed by the approximate theory. 

Introduction 

Transient thermal convection in plant layer with uniform 
volumetric heat sources serves as a model of more complex 
problems which are found in geophysical fluid dynamics, 
nuclear reactor safety (e.g., post-core-melt heat removal), and 
manufacturing processes for resin-based materials. Although 
thermal radiation within the layer has been analyzed as a 
possible energy source for the problem of transient heat 
removal from a nuclear reactor core melt [1], the majority of 
published work has dealt with either a chemical or nuclear 
energy source. For the latter, the full energy and momentum 
equations apply, and all nonlinearities are retained. 

Experimental work on transient thermal convection with 
internal heating is somewhat limited [2-5]. These papers 
report both quantitative and qualitative results on both 
laminar and turbulent flow transitions. Theoretical work to 
predict temperature within the layer during the flow transition 
is limited to the approximate work of Cheung [6, 7], which 
depends on the experimental data for steady convection. 

Qualitative work on the planform of developing flow (ARa 
= Ra f) at low Rayleigh numbers was presented by Sch-
widerski and Schwab [4] and Tritton and Zarraga [5]. As long 
as the flow remains laminar, the planform shifts to larger 
wave numbers as Ra is increased. When RaF = 100Rac, 
turbulent flow is observed. 

Quantitative work on developing and decaying flows have 
been reported in two similar studies [2, 3]. For developing 
turbulent flows in an initially motionless layer (Ht = 0, Ra7 

= 0), the temperature distribution exhibits a well mixed core 
and a well-defined thermal boundary layer at the upper 
surface. Flow development time is found to be nearly the 
same as the time required for complete decay of the flow when 
internal heating is stopped, i.e., ARa = - R a / and RaF = 0. 
This result was quantified by introducing a Fourier number 
defined in terms of the measured maximum time for the 
maximum (mean core) temperature to reach steady state-
values, i.e., Fomax = atm!ix/L

2. Flow development and decay 
times were correlated by 

Fomax, heating = 11.57 (ARa) 

Fomax,cooling = 11.95(lARal)-

0) 
(2) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 
13, 1982. 

In these equations, Fomax was determined as the time when the 
core temperature was within 2 percent of steady-state values. 

Cheung's [6, 7] approximate analysis of turbulent-to-
turbulent flow transitions begins with the assumption that 
most of the layer is well mixed at a constant temperature, 
r c o , and that all of the thermal resistance to heat transfer is 
contained in a thin thermal boundary layer (5/L < < 1) at the 
upper surface. Thus, the horizontally averaged energy 
equation can be integrated over the layer 0 < z £ L to give 

ddc 

dFo ( & ) ( * ) + 
RaF 

(3) 
"co, ' x " ' R a / 

where the variation of temperature and volumetric heat 
generation within the boundary layer has been neglected. 

From steady-state heat transfer data at high Rayleigh 
number [3], Cheung developed the relation 

» _ f ACQ \ 

5/ \ 0 c o , ' 
(4) 

Under the assumption that equation (4) holds for turbulent-
to-turbulent flow transitions despite any restructuring of the 
flow that might take place, equation (3) can be combined with 
equation (4) to obtain </>co(Fo). When complete decay of flow 
is considered, RaF /Ra7 = 0, and a closed form solution is 
obtained which is in good agreement with experimental results 
[6]. 

The motivation for the present work arises, in part, from 
the lack of extensive experimental data for the time scales of 
the transition from one turbulent flow to another following a 
step change in internal heat generation. Another objective is 
to verify the validity of the existing data on transient flows [3] 
and to determine what differences may exist in the time scales 
of developing and decaying convection. Finally, it is desired 
to provide an experimental test of the analysis of Cheung [6] 
on developing and decaying flows. 

Experimental Apparatus and Procedure 

The convection chamber was constructed for earlier studies 
of steady convection. Details of its design are given by Emara 
[3]. Briefly, the fluid layer is insulated on all faces except the 
top. The test fluid is dilute aqueous CuS04 . A 60 hz electrical 
current is passed horizontally through the fluid to provide the 
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Table 1 Data for developing and decaying flows with a 
motionless initial and final state respectively 

Ra, 0, ACQ, 1 

ARa 

3.65 xlO 7 

5.17 
6.41 
7.42 

2.34 x10 s 

5.87 

1.05 XlO9 

1.30 
2.64 
7.87 

RaF = 0, 6CoF = 

lARal 

2.34x10 s 

6.12 

1.1 xlO9 

1.29 
2.75 
6.17 
8.4 

#coF 

0.0848 
0.074 
0.0846 
0.0814 

0.0514 
0.0437 

0.039 
0.040 
0.0337 
0.0306 

1 

0CO/ 

0.0514 
0.0463 

0.0384 
0.04 
0.0336 
0.0311 
0.029 

'max(h) 

3.0 
-
-
-

2.8 
2.8 

2.6 
1.8 
-

1.5 

'max(h) 

5.2 
3.6 

4.4 
3.6 
3.8 
4.0 
3.6 

**°max 
0.273 

-' 
-
-

0.142 
0.144 

0.132 
0.093 

— 
0.078 

^°max 
0.263 
0.184 

0.223 
0.184 
0.193 
0.203 
0.184 

internal heat source. Temperature differences across the layer 
are measured with thermocouples in the upper and lower 
boundaries. Several thermocouples are imbedded in each of 
the surfaces so that a spatially averaged temperature can be 
measured. 

The heat flux through the bottom surface is determined by a 
differencing thermopile using ten thermocouples. One 
thermocouple is placed in the bottom surface 0.128 cm from 
the surface for recording the temperature transient at the 
bottom of the fluid layer. The delay in the response of this 
thermocouple compared to that of the fluid at that surface is 
calculated by using a simple conduction model for both 
developing and decaying flows. For developing flow, the 
input voltage to the guard heater is varied during the flow 
transient so that the output of the thermopile is kept at zero. 

200 

100 

Nu 

10 -

1—i—i i i M j 1 1—i—r 

—— Kulacki and Emara [3] 
Fiedler and Wide [9] 

• Present Study, i = 0.4 

0.396 Ra°'227,0.025<^-<0.5 

0.526 Ra0228, 0.29 <^< 1.65 

2 x l 0 5 < R a < 2 x l 0 8 

M i l l I I I 

10 

Ra 

10" 
. 9)3 , 3 / H L 2 \ 

av 
Fig. 1 Steady-state Nusselt numbers obtained from asymptotic 
values of the temperature difference across the layer following a step 
change in Rayleigh number 

Any deviation from zero is corrected by manual adjustment 
of the voltage input to the guard heater. Therefore, the plane 
of zero heat flux in the bottom plate during developing flow is 
taken as the location of the near surface thermocouple. 

Analysis of transient conduction in a slab (Plexiglas with a 
~ 10~4 cm2/s) 0.128-cm thick with an insulated bottom and 
time dependent input at the top surface shows that the delay 
between the fluid temperature and thermocouple is on the 
order of 100 s. However, this delay was found to have no 
measurable effect on the present results for developing flow 
and, thus, no further attempt was made to develop a 
correction for the measured temperature difference across the 
layer. 

For decaying flow, the bottom plate boundary conditions 
cannot be maintained in the same manner as for developing 
flow. Once a step decrease in heat generation rate is applied to 
the fluid, the voltage input to the guard heater is turned off, 
and the temperature in the slab decays with the fluid tem
perature. In this case, the plane of zero heat flux in the bottom 
plate is taken at the guard heater location. The delay time is 
found to be about 300 s, which is less than 3 percent of typical 
decay times observed in the present experiments. The ratio of 
the calculated to the measured temperature input is used as a 
correction for the temperature response of the fluid at the 

N o m e n c l a t u r e 

c„ = 

A = area of heat transfer surface, 
m2 

specific heat, J/kg-K 
Fourier number, at/L2 

constant of gravitational 
acceleration, m/s2 

volumetric energy source 
strength, W/m3 

convective heat transfer 
coefficient, W/m2-K 
thermal conductivity, W/m-K 
Thickness of fluid layer, m 
constants of correlation 
Nusselt number at upper 
surface, 

Fo 

H = 

h = 

k = 
L = 

m,n = 
Nu = 

Nu = 
(P-PL)L = hL 

kAAT k 

P = power input to the fluid layer, 
W 

PL = power lost from fluid layer, W 

v 
Pr = Prandtl number, — 

Q = heat flux at the upper surface, 
W/m2 

Ra = Rayleigh number, 

(£M£) Ik 

ARa = step change in Rayleigh 
number, Ra f - Ra/ 

t = time, s 
T = mean temperature, K 

AT = temperature difference across 
fluid layer, 7, - T0 

X = horizontal dimension of test 
cell, m 

z = vertical coordinate, 0 < z < 
L, m 

Greek Symbols 

a = thermal diffusivity, 

8 = thermal boundary layer 
thickness, m 

p = density, kg/m3 

6 = dimensionless temperature, 

2k(T-Tt) 

HL2 

v = kinematic viscosity, m2 /s 
P = coefficient of thermal ex

pansion, K"1 

pc„ 
-, m2 /s 

Subscripts 

c = 
C O = 

CO/r = 
C O , = 

F = 
/ = 

max = 
0 = 

1 = 

= value at critical point 
= value at turbulent core 
= final value at turbulent core 
= initial value at turbulent core 
= final condition 
= initial condition 
= value to reach steady state 
= value at lower surface of fluid 

layer 
= value at upper surface of fluid 

layer 
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Table 2 Data for turbulent-to-turbulent flow transitions 

Ra7 

1727 xlO8 

1.47 
2.67 
3.06 
5.26 
7.24 
1.10X109 

1.49 
2.44 
1.05 
5.87 x10 s 

3.70 xlO7 

9.77 x10 s 

6.68 
2.87 
1.23 
2.53 
2.84 

Ra f 

2.67 x10 s 

3.06 
5.26 
7.24 
1.10X109 

1.49 
2.44 
3.8 
5.97 
2.49 
2.85 
1.86x10s 

6.68 XlO9 

2.87 
1.23 
5.72x10 s 

1.1 XlO9 

6.12x10 s 

ARa 

1.40X108 

1.59 
2.59 
4.18 
5.74 
7.66 
1.34 XlO9 

2.31 
3.53 
1.44 
2.26 
1.49 x10 s 

- 3 . 0 9 x 1 0 s 

-3.81 
-1 .64 
- 6 . 5 8 x 1 0 s 

-1 .43 x10 s 

-2 .23 

r HL2' 

L 2k . 
5.364 
7.22 
10.92 
14.568 
21.445 
32.368 
42.852 
61.797 
87.076 
45.58 
21.988 
3.403 
269.5 
199.7 
100.8 
47.1 
99.5 
95.4 

, ec°i 

0.0574 
0.060 
0.0468 
0.0496 
0.0409 
0.0445 
0.0384 
0.0421 
0.0364 
0.039 
0.0437 
0.0848 
0.0295 
0.0317 
0.034 
0.039 
0.032 
0.0348 

r HL2I 

L 2k IF 

10.92 
14.568 
21.445 
32.367 
42.851 
61.797 
87.076 
134.10 
182.387 
99.504 
95.35 
20.64 
199.7 
100.8 
47.1 
23.2 
47.1 
22.8 

ecoF 

0.0468 
0.0495 
0.0409 
0.0445 
0.0383 
0.042 
0.0364 
0.0395 
0.0323 
0.0325 
0.0348 
0.0652 
0.0317 
0.034 
0.039 
0.042 
0.0384 
0.0463 

ARa 

0co, 

2.44 x10 s 

2.65 
5.53 
8.43 
1.40X1010 

1.72 
3.49 
5.49 
9.7 
3.7 
5.17 
1.76x10s 

_ 
-
-
_ 
_ 
-

lARal 

0CO/T 

_ 
-
-
_ 
_ 
— 
_ 
-
_ 
— 
-
_ 

9.75 xlO1 0 

1.12x10" 
4.2X1010 

1.57 
3.72 
4.81 

'max 

_ 
2.3 
1.72 
1.9 
2.0 
2.4 
1.4 
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developing flow 

bottom surface. For determining maximum Fourier numbers, 
the time delay is subtracted from measured time. 

Power to the fluid is supplied from a voltage regulator and 
transformer. Power consumed in the fluid is determined by 
measurements of current and voltage drop, both to an ac
curacy of 0.5 percent. A strip chart recorder is used to record 
temperature in the layer. 

The thermophysical properties of the working fluid as a 
function of temperature are approximated by those of pure 
water. All fluid properties are evaluated at the temperature of 
the bottom plate. 

Results 

Steady-state Nusselt numbers obtained in fully developed 
convection are presented in Fig. 1. The layer aspect ratio, i.e., 
the layer depth divided by horizontal dimension, in the 
present work is 0.4, which is close to the upper range of aspect 
ratios reported by Kulacki and Emara [3] but in the lower 
range of aspect ratios reported by Fielder and Wille [9]. 
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Fig. 3 Measured and predicted temperature differences for decaying 
flow 

Generally, the present data are in good agreement with results 
of Kulacki and Emara for 108 < Ra < 1010. 

For transient convection, there are several ways in which to 
present and discuss the data. For the present, we focus on the 
relation between the change in Ra and Fomax. The 
measurement of Fomax is, of course, made difficult by the 
graphical estimate of the asymptote for AT(t) as / — oo, but 
errors due to the thermocouple response lag are at a minimum 
for large time. The experimental data are summarized in 
Tables 1 and 2. 

Measured and predicted temperature differences across the 
layer for a step increase in the Rayleigh number when Ra7 > 0 
are presented in Fig. 2 in terms of the Fourier number. The 
present results for the early phase of flow development, i.e., 
up to approximately 20 to 30 percent of Fomax, indicate 
temperature differences about 24 percent less than predicted 
by the boundary layer model. For later stages of flow 
development, the two results are in much better agreement. 
The final temperature difference is about 2 percent greater 
than the predictions of the boundary layer model. However, 
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Fig. 6 Normalized step increase in Rayleigh number versus dimen-
sionless time. Predictions of Cheung [6] give the range of Fo where the 
maximum temperature difference is within 2 percent of the steady-state 
value. 

this difference leads to a much greater discrepancy in the 
Fourier number owing to the asymptotic approach of the 
temperature difference to steady state values. Experimental 
uncertainty in the measured temperature difference is not 
great enough to permit the claim of essential agreement 
between the two results. On the other hand, adjustment of the 
exponent in equation (4) as a time-dependent parameter 
would enable one to produce this agreement. This will be 
addressed shortly. 

Measured and predicted temperature differences across the 
layer for a step decrease in Rayleigh number as a function of 
Fourier number are presented in Fig. 3 when Ra^ > 0. For the 
early stage of flow decay, corrected temperatures are in fairly 
good agreement with Chueng's analysis. The same sort of 
discrepancy between the time scale for complete decay occurs 
as in the results for developing flow. 

For the case of complete flow decay, i.e., ARa = -Ra7,the 
fractional change in temperature difference across the layer 
versus the Fourier number is presented in Fig. 4 with the 
theoretical results of Cheung [6] and earlier experimental 
results [2, 3]. The results of Kulacki and Emara and of 
Cheung indicate a much faster rate of temperature decrease 
than the results reported by Kulacki and Nagle and the present 
work. The agreement between the present results and those of 
Kulacki and Nagle is, perhaps, reassuring owing to the dif
ferent methods of recording the temperature difference across 
the layer and the partial (Raf ^ 0) decay processes considered 
in the present work. The difference between the two curves in 
Fig. 4 is partly a result of the time-dependence of the exponent 
inequation (4). 

It should be noted that the time dependence of the exponent 
in equation (4) can be obtained through a solution of equation 
(3) in conjunction with the experimental data on temperature. 
This has been done, and the results are presented in Figs. 5(a) 
and 5(6) for developing and decaying flow. From these 
figures, it can be seen that the exponent in equation (4) is a 
rapidly decreasing function of time in the early stages of both 
developing and decaying flow. However, the value for 
decaying flow assumes a larger value for a longer period of 
time than in developing flow. Consequently, a larger time for 
the completion of the decaying flow transition is the result. 

The normalized step increase in the Rayleigh number, 
ARa/0CO/, as a function of the Fourier number, is presented 
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in Fig. 6 in conjunction with the correlation of Kulacki and 
Emara [3], with 0CO/ = 1. a n d the predictions of Cheung [6]. 
The analytical results give the range of Fo where the 
maximum temperature difference across the layer is within 2 
percent of the final steady-state value, i.e., Fo98 percent < Fo < 
Fo99 9 percent • The experimental results and the analysis are in 
satisfactory agreement for cases where Ra7 > 0. Also the 
present data indicate that for Ra, > 0, a smaller time is 
required for the completion of the transition from one state of 
steady convection to another compared to that for a transition 
from a motionless initial state of steady convection for the 
same ARa. 

The normalized step decrease in the Rayleigh number, 
lARal/0CO/r, versus the Fourier is presented in Fig. 7. The 

correlation given by Kulacki and Emara [3], with 6COf. = 1, 
and the predictions of Cheung [6] are also shown in Fig. 7. 
The boundary layer analysis again gives a range of Fourier 
numbers where the temperature difference across the layer is 
within 2 percent of the final steady-state value. The results of 
the present study indicate that a larger time is required for the 
complete decay compared to the time obtained from the 
correlation reported by Kulacki and Emara. (recall Fig. 4.) 
Cheung's predictions are in good agreement with results of 
the present study for complete decay, i.e., RaF = 0. When 
RaF > 0, the present data tend toward a flow transition 
somewhat longer than that resulting from the boundary layer 
analysis. It should be noted that, for the same step change in 
Ra, a longer time is required for decaying flow than that of 
developing flow. 

Overall, the experimental data indicate that, for a given 
Ra,, the larger the ARa, the faster the development of flow 
and approach to steady state. The larger Ra,, i.e., the smaller 
0Co, > f° r the same step increase in Rayleigh number, the 
smaller the time needed for development of flow to a new 
steady state. In the case of complete decay, i.e., Ra f = 0, the 
same behavior as for developing flow is observed. But in the 
case of a transition from one steady state to another at a lower 
Ra, the behavior is somewhat different. For a given initial 
Rayleigh number, the greater the step decrease in Ra, a 
greater time is needed for the completion of the flow tran
sition. Also, it is evident that for the same step decrease in Ra, 

a larger initial Rayleigh number results in faster flow tran
sition. 

An examination of the present and earlier experimental 
data indicate that a correlation of the form 

Fo = constant. (6C0.)"'( I ARa I") (5) 

where j = / for developing flow and F for decaying flow, can 
be used to good accuracy to describe the experimental data. 

For developing flow, the data give 

Fomax, bating = 6.844(0Co,)OO97(ARa) -°-195 (6) 

where 

0.036<6>CO/<0.084, 1.4X108 < R a < 3 . 5 3 x l 0 9 

and 
0CO/ = 1-0, 2.34x 10s <ARa<7.87X 109 

For decaying flow, the data give 

Fo max, cooling = O.7O6(0CoP)ao85(lARalr (7) 

where 

( 

and 

0.031 <eC0F <0.046, 6.58 X 108 <Ra<3.81 X 109 

0Co„ = 1 -0, 6.12 x 108 < I ARa I < 8.4 x 109 

Conclusion 

The major contributions of this study are a development of 
an expanded set of experimental data for developing and 
decaying flow for heat-source driven thermal convection and 
correlations for time scales of these transients which permit a 
simple parameterization for the initial and final flows. 
Steady-state heat transfer coefficients are also presented, and 
these are in good agreement with earlier measurements. 
However, time scales of the transition flows only partly 
substantiate the results of Kulacki and Emara [3]. 

Measured flow development time and the analysis of 
Cheung [6] indicate that a plot of the step change in Rayleigh 
numbr versus the Fourier number forms a family of curves 
with Ra,, or 0CO/ , for developing flow and Ra f , or 8CoF, for 
decaying flow, as parameters. For developing flow with Ra, 
= 0 (0CO/ = 1), the present results are in good agreement with 
the experimental results of Kulacki and Emara [3] and 
Cheung [6]. The results obtained for the transition from one 
state of steady convection to another are essentially in good 
agreement with Cheung's analysis. 

In the case of complete decay of convection, ARa = - Ra,, 
the present results and Cheung's analysis both indicate that a 
time larger than that of Kulacki and Emara is required to 
complete the transition and that there is a much weaker 
dependent of Fomax on lARa I. Also, for transitions from one 
state of steady convection to another following a step decrease 
in power input, the present work suggests larger flow tran
sition time than the time predicted by the boundary layer 
analysis. This points to a possible effect of a restricting of the 
flow and, hence, the relation between core temperature and 
boundary thickness during the transition, i.e., time depen
dence of the exponent in equation (4). The hypothesis that 
best could explain this is that the Nusselt-Rayleigh number 
relation becomes that of Rayleigh-Benard convection, and the 
flow decays with no buoyancy generation resulting from 
internal heat release. 

Overall, we have found essential agreement between our 
results and the simple boundary layer model proposed by 
Cheung [6]. Except for the case when ARa < 0 with RaF > 0, 
the assumptions that lead to the relation given in equation (4) 
seem justified for large time behavior of the convection 
transition and its asymptotic approach to steady state. For the 
small time behavior, the nature of any flow restructuring that 
may take place needs to be examined through an analysis of 
the data for AT(t) versus t. 
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Error Estimates References 
The combined uncertainties in the thermophysical 

properties of the aqueous copper sulfate solution, geometrical 
factors and the power consumption produces an experimental 
uncertainty of 6 and 8 percent in the Rayleigh number. The 
uncertainty in the steady state Nusselt numbers is 3.5 to 3.5 
percent. 

In the measurement of the temperature within the layer, the 
uncertainty in reading the output of the strip chart recorder is 
0.5 percent for both temperature and elapsed time. 
Measurements of temperature taken from the recorder are 
considered accurate to within 3.5 percent. The combined 
uncertainty in the uncertainty in the Fourier number was 3.5 
percent. The maximum Fourier numbers are estimated to be 
accurate to 6 and 10 percent. While this level of experimental 
uncertainty is larger than for measured Nusselt and Rayleigh 
number, it is not considered unreasonable in view of the 
experimental method used. 
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The Stratification in Natural 
Convection in Vertical Enclosures 
This paper presents theoretical results on natural convection in vertical air-filled 
enclosures with isothermal hot and cold walls. The flow is considered to be two-
dimensional, laminar, and stationary. The effect of stratification of the fluid in the 
core region on the heat transfer and the natural convection flow is discussed. Local 
heat transfer relations considering this stratification are given. The Rayleigh 
number varied from 104-106, the aspect ratio from 1-18, and the side walls were 
both perfectly conducting and adiabatic. 

Introduction 

The problem of natural convection in vertical enclosures 
has been investigated over a long period of time in the 
literature. Excellent reviews have been given by Ostrach [1] 
andCatton [2]. 

From the experiments of Eckert and Carlson [3] and Elder 
[4], it is known that different flow regimes can be 
distinguished: the conduction, the transition, and the 
boundary layer regime. In the boundary layer regime the 
upward and downward moving fluid are separated by a 
stratified core region. Though the stratification in the core 
region is very characteristic for natural convection in vertical 
enclosures, relatively little attention has been paid to its 
properties and its effect on the convective motion. 

Eckert and Carlson observed that the vertical temperature 
gradient at the central point of the enclosure, T, is inversely 
proportional to the aspect ratio when the flow is in the 
boundary layer regime. They obtained a value of the 
proportionality constant of 0.60. Numerical computations of 
Grondin [5] confirmed this result. Moreover Eckert and 
Carlson obtained a relation for the local heat transfer in the 
boundary layer regime. In this relation the stratification of the 
core region enters as a parameter. There are no theoretical 
investigations known to us in which local heat transfer 
relations are presented. 

Elder obtained analytical solutions for the component of 
the velocity in the vertical direction and the temperature at 
half the height of the enclosure. Also in this solution the 
stratification enters as a parameter. Elder defines the so-called 
stratification parameter 7: 7 = (!4TRa)'/4. For large values of 
7, Elder's analytical solution becomes the same as the 
analytical solution of Gill [6], who obtained his solution from 
a boundary layer analysis. Both the solutions of Elder and 
Gill are approximate ones. Roux [7] compared results from 
numerical computations at A = 1 with Gill's theory. He 
showed that Gill's solution can describe the velocity and 
temperature distribution only partly. 

In the present study, we re-examined natural convection in 
vertical enclosures with special attention to the effect of 
stratification in the core region. We considered the flow to be 
two-dimensional, laminar and stationary. The governing 
equations have been solved numerically using a method of 
finite differences. Isothermal hot and cold walls have been 
considered. Most of the computations are with perfectly 
conducting side walls (pc). For comparison additional 
computations with adiabatic side walls (ad) have been done. 
The Rayleigh number has been varied from 104-106 and the 
aspect ratio from 1-18. The Prandtl number of air has been 
used. 
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Contributed by the Heat Transfer Division and presented at the 19th 

ASME/AIChE National Heat Transfer Conference, Orlando, Florida, July 
1980. Manuscript received by the Heat Transfer Division June 23, 1981. 

Formulation of the Problem 

A rectangular vertical enclosure as shown in Fig. 1 is 
considered. The two vertical walls have a uniform tem
perature, Th and Tc, respectively. Tc is assumed to be smaller 
than Th. The distance between the vertical walls is D, and the 
height of the enclosure is H. The ratio HID is called the aspect 
ratio, A. It is assumed that the problem can be considered as a 
two-dimensional one, i.e., the depth of the enclosure is 
assumed to be infinitely long. A Cartesian coordinate system 
as shown in Fig. 1 is used. 

The governing equations are the continuity equation, the 
Navier-Stokes equations and the energy equation. Following 
the well-known Oberbeck-Boussinesq approximation [8] the 
dimensionless two-dimensional steady form of the governing 
equations can be written as 

du dv 
+ = 0 

dx dy 

Grl 
'duu dvu\ 

. dx dy ) 
'« 

dx2 

d2u dp_ 

dx 

Grl 

Gri 

' duv dvv\ 

. dx dy ) dx2 dy2 

+ e-e0 

dp_ 

dy 

dud dvd\_ 1 / 
.~dx ~dy) ~ Pr V 

d2e 
+ 

d2e 

( i ) 

(2) 

(3) 

(4) 
dy f Pr V dx2 ' dy2 ) 

Where D is the characteristic length, g(3(Th-Tc)D
2/v0 and 

p0gP(Th — Tc)D are taken as the units for velocity and 
pressure. The dimensionless temperature is defined by 6 = 
(T-Tc)/Th-Tc). The Grashof number and Prandtl number 
are 

Gr = gp(Th-Tc)D
i/v0

2 (5) 

Pr = ^0 /a0 (6) 

The fluid properties are taken at the reference temperature, 
T0 = (Th + Tc)/2. Often the Rayleigh number has been used 
where Ra = Gr Pr. The boundary conditions are in dimen
sionless form 

A= " / Q : Aspectratio 

o : central point 

Fig. 1 A schematic view of the enclosure 
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u = v = 0 at all walls 

0(x,O)=l 0<x<A 

0(x,l) = O 0 < x < ^ 

pc:0(Oj>) = 0(/l,y) = (l-.>') 0 < ^ < 1 

ae i de 
ad: 

dx dx 
= 0 0 < J < 1 

The governing equations and the boundary conditions have 
the centro-symmetry property. The centro-symmetry has been 
used to reduce the computational effort. More details are 
described in Schinkel [9]. 

The Numerical Method. The equations (1-4) are in the so-
called hydrodynamical form. We used a method developed by 
Gosman, Pun and Spalding [10] to solve the equations (1-4). 
The method is based on the method of finite differences and is 
described in detail in [10]. 

The local Nusselt number has been calculated by taking the 
derivative of a three point 6—y parabola at the wall. The 
averaged Nusselt number has been found by numerical in
tegration of the local Nusselt number along the wall. 

The results obtained with the method of finite differences 
essentially contain errors due to the finite size of the grid. 
Denny and Clever [11] investigated the influence of the grid 
size by increasing the number of grid nodes. They used grids 
up to 100 x 100 nodes for the case A = 1. Ozoe and Chur
chill [12] used three different grid size and extrapolated the 
averaged Nusselt number to zero grid size. We developed a 
method to obtain the averaged Nusselt number with zero grid 
size which is related to the method of Ozoe and Churchill. 

In our problem we expect boundary layers near the walls of 
the enclosure. In the boundary layers the gradients are large, 
while in the core region smaller gradients can be expected. In 
order to use an economic grid, we want to have a fine grid 
near the walls and a less fine grid in the core region. Therefore 
a nonlinear grid has been used. The nonlinear grid is defined 
by 

y^ = Vi d) y 

y\ -yi 

ym-j = I - J V + I 

y,n = 1+^2 

fory'=l,2, k 

k=Vi{m-\) 

(7) 

where m is the number of grid nodes in the .y-direction (m is 
odd) and ay is the nonlinearity parameter. For ay = 1 the grid 
is linear. A typical value of ay is ay = 1.5. The grid in the x-
direction is defined accordingly. We used 21 grid nodes in the 
^-direction. The number of grid nodes in the .^-direction 
increases with increasing aspect ratio. For A = 1, we used 21 
nodes, and for A = 18, we used 49 nodes. 

Given a certain fixed number of grid nodes, we varied the 
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Fig. 2 The averaged heat transfer as function of Rayleigh for A = 1. A 
comparison between our results and literature. 

nonlinearity of the grid. Since the largest gradients are near 
the hot and cold wall, the nonlinearity in the ^-direction has 
been varied only. When the non-linearity in the ^-direction is 
increased, the distance of the second grid node, y2, from the 
wall decreases. We considered Nu as function of y2. 

Through four (Nu,_y2) points we fitted a second-order 
polynomial using a least squares fit. From this second-order 
polynomial we computed the averaged heat transfer for y2 = 
0. This Nusselt number is called the averaged Nusselt number 
with zero grid size. The same procedure has been repeated 
with a larger number of grid nodes in both the y- and x-
direction. It appeared that the results showed a difference less 
than 0.3 percent. The method of varying the nonlinearity 
parameter of the grid is described more detailed in Schinkel 
[9]. It took about 3 min CPU time to reach a converged 
situation and 30 s CPU time were needed to correct the results 
for the grid. All calculations were performed on a IBM 
370/158 computer. 

Results 

As a test problem for the numerical method and the grid 
size, we considered the case A = 1. In Fig. 2, Nu is shown as 
function of Ra for the (pc) and (ad) boundary conditions. 

Our results with (pc) are in excellent agreement with Denny 
and Clever [11] and Roux [7], who used high accurate 
methods. Also, in the (ad) case the agreement with Roux [7] is 
rather good. In Fig. 2(b), also, the results of De Vahl Davis 
[13], who used 1 1 x 1 1 grid nodes, are shown. These results 
show some deviation caused by the coarse grid. 

N o m e n c l a t u r e 

« 0 = 

A = 
D = 

Gr = 

H = 
Nu_(x) = 
Nu = 

P = 

thermal diffusivity of air, 
m2 /s 
aspect ratio: A = HID, 
distance between vertical 
walls, m 
acceleration of gravity, m/s2 

Grashof number: g/3 
(r„-rc)£>3/V 
height of the enclosure, m 
local Nusselt number 
averaged Nusselt number 
dimensionless pressure 

Pr 
Ra 

u = 

v = 

Prandtl number: vola0 

Rayleigh number: Gr.Pr 
temperature hot wall, K 
temperature cold wall, K 
dimensionless velocity 
x-direction 
dimensionless velocity 
^-direction 
direction along the vertical 
walls 
direction normal to the 
vertical walls 
nonlinearity coefficient 

T = 

P 
T 

coefficient of thermal ex
pansion, K " ' 
stratification parameter: 
(^TRa)'7' 
dimensionless temperature 
kinematic viscosity of air; 
m2 /s 
density of air, kg/m3 

vertical temperature gradient 
central point 

Subscripts 

o = reference temperature 
max = maximum 
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Table 1 Coefficients for the correlation: Nu
case of perfectly conducting side walls

For other aspect ratios, Table I shows the heat transfer
relations Nu = a Rab for the case of perfectly conducting side
walls (A ~ 2). These correlations fit our numerical results
within I percent. We obtained the aspect ratio dependence of
Nu for the case with pc side walls.

(pc): Nu =0.263 RaO. 25 A - 02 8~A ~ 18;104 ~Ra~ 106 (8)

We note that the power for A is very sensitive for the aspect
ratio considered. For increasing A and assuming that the flow
will be laminar, a value of - 0.25 can be expected. All
numerical results are described more detailed in Schinkel [9].

A

2
3
4
6
8

11
18

a

0.176
0.193
0.190
0.180
0.173
0.162
0.148

b

0.26
0.25
0.25
0.25
0.25
0.25
0.25

aRab in the

Fig. 3 Some typical examples of isotherms (left) and streamlines
(right): (a) Ra =6.6 x 105, A =2, (pc): (b) Ra = 3.9 x 105, A =4, (pc);
(c)Ra =2.0 x 10S,A =8 (ad)

Streamlines

c

B

A

Isotherms

center of the enclosure has been obtained also in other in
vestigations (e.g., Mallinson and De Vahl Davis [17]).

The secondary motion near the side wall region has not
been mentioned in the literature known to us. It appeared that
this type of secondary motion has an important effect on the
stratification in the core region. This secondary motion is
produced by the stratification in the side wall region. The
mechanism can be described shortly as follows.

From a distance of about Y4D of the lower side wall the
boundary layer near the hot wall starts to develop. The up
ward moving fluid is accelerated, which causes entrainment of
fluid coming from the downward moving fluid layer. This
leads to a positive vertical temperature gradient at y = Y2.
This stratification causes a decrease of the buoyancy force,
but as long as the buoyancy force exceeds the viscous forces,
there is an acceleration of the upward moving fluid. At a
Rayleigh number at which there is no secondary motion, this
process continues up to x = V2A, thus producing an almost
constant positive vertical temperature gradient in the core

( ~) =0 for Ra=3.xI04 xA 2~A~18 (10)
ay 0

Note that the shear stress becomes zero at a larger value of
Ra/A than the horizontal temperature gradient. This follows
also from the analytical solutions of Elder [4] and Gill [6] and
is a typical effect of natural convection in enclosures as ex
plained by Raithby and Hollands [14]. Grondin [5] obtained
with adiabatic side walls that the horizontal temperature
gradient becomes zero when Ra = 2.5 x 103 xA.

Also, Gilly et al. [IS] obtained a higher value of Rayleigh
number for the starting of the boundary layer regime with
perfectly conducting side walls than for adiabatic side walls.
They obtained, respectively, Ra = 8500 and Ra = 7500. For
adiabatic side walls and A ~ 4 they obtained Ra =
2.5 x 103 x A. The fact that the Rayleigh number for (pc)-side
walls is smaller then for (ad)-side walls is caused by the
heating of the fluid when it moves from the cold wall to the
hot wall in the lower side wall region in the case of pc-side
walls. Gill observed from the experimental results of Elder
(with paraffin as the fluid) that (au/ay)o becomes zero at Ra
= 2 x 104 X A, which is in good agreement with our results.

Flow Regimes. In order to define the starting of the
boundary layer regime, different criteria can be used. Eckert
and Carlson [3] considered the horizontal temperature
gradient at the central point (ao/ay)o of the enclosure. The
starting of the boundary layer regime then is defined as the
(Ra,A) combination where this gradient becomes zero for the
first time. Gill [6] considered the shear stress at the central
point (au/ ay)o' He used as criterion that (Ra,A) combination
where this stress becomes zero. From our calculations with
(pc) side walls it appeared that

( ~) =0 for Ra=3.3xI03 xA 2~A~18 (9)
ay 0

Secondary Motion. The isotherms of Fig. 3 clearly show
the stratification of the core region. The temperature in the
vertical direction in the core region depends almost linearly on
x and the temperature gradient in vertical direction is positive.

Secondary motion can be observed in Fig. 3. The secondary
motion always starts in the form of a roll located near the side
wall regions (Fig. 3(c». From a careful inspection of all our
computations with (pc)-side walls it appeared that this type of
secondary motion occurs when Ra > 2.5 x 104 x A (A ~

2). When secondary motion near the side wall regions is
present, an increase of Ra/A causes the occurrence of
secondary motion near the center of the enclosure as can be
seen in Fig. 3 (b). This type of secondary motion occurs at a
Ra/A of about three times the critical Ra number for
secondary motion near the side wall regions. A further in
crease of Ra/A causes tertiary motion located between the
secondary motion described above (see Fig. 3(a». The
secondary motion has the same rotation as the primary
motion, while the tertiary motion rotates in the opposite
direction. As can be seen from the results of Linthorst and
Schinkel [16], all these types of secondary motion have been
observed in experiments. The secondary motion near the
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region. However, if Ra exceeds some critical value, the initial 
stratification is so large that the viscous forces exceed the 
buoyancy force, already for x < VzA. This causes a 
deceleration of upward moving fluid which gives rise to a 
secondary motion. The secondary motion smears the vertical 
temperature gradient, and therefore the buoyancy force 
remains constant in the region of secondary motion. But with 
increasing x, the viscous forces decrease. The buoyancy 
therefore again exceeds the viscous forces which leads to a 
new acceleration up to x = VzA. 

The Vertical Temperature Gradient At The Central 
Point. Figure 4 shows the vertical temperature gradient at 
the central point times the aspect ratio, TA, as function of 
Ra/A for the case of (pc)-side walls. The starting of the 
boundary layer regime according to equation (9) is indicated. 
According to the literature, it is expected that TA becomes 
constant in the boundary layer regime. Our results show a 
more complex behaviour. For A > 4, TA becomes a constant 
in the boundary layer regime up to RaA4 = 1.4 x 104. The 
value is TA = 0.56, which is somewhat smaller than Gron-
din's result with adiabatic side walls (rA = 0.60). This is 
caused by the different side wall boundary condition. For 
Ra/A > 1.4 x 104, TA increases with increasing RaA4. For 
A < 3, the dependence of TA on RaA4 is different, and rA 
becomes constant for large values of RaA4. However this 
constant increases with increasing aspect ratio. The fact that 
TA would be a constant has been originally pointed out by 
Elder [4]. He assumed that the boundary layers near the 
vertical walls grow in a manner similar to that on a single 
vertical plate. Our results show that such an analogue is no 
longer valid when A < 3. The influence of the side walls then 
is so large that a comparison with a single vertical plate is 
incorrect. Also for A > 4 the boundary layer growth is 
different to that on a single vertical plate, in particular when 
secondary motion near the side wall regions occurs. 

The Local Heat Transfer. Eckert and Carlson [3] ob
tained from their experiments a relation for the local heat 
transfer in the boundary layer regime. They considered the 
hot wall as if it were a single vertical plate. The centerline 
temperature 6(x,Vz) was used as the temperature far away 
from the hot wall. Defining a local Nusselt number (Nu' (x)) 
and a local Ra number (Ra') as is usually done in the single 
vertical plate problems, they showed that 

'(x)=aRa'(x)b 
Nu' (11) 

For b = 0.3, this relation showed reasonable agreement with 
their experiments. 

As we described in the preceding section, an analogue based 
upon a single vertical plate cannot be correct, particularly for 
those RaA4 where secondary motion is present. However, we 
followed Eckert and Carlson in order to verify to what extent 
the vertical plate analogue holds and to investigate which 
modifications have to be made. 

Using the same model as Eckert and Carlson, it can be 
shown [9] that in terms of our local Nusselt number and Ra 
number, equation (11) can be written as 

Nu(x) = aRa»(\ -0(*,!/2))fc+1;r3' (12) 

The values of a and b can be obtained from the local Nusselt 
number at x = ViA. In that case 8(x, Vz) = Vi and is no longer 
a variable. We correlated Nu {VzA) both with Ra (A constant) 
and with A (Ra constant). For A > 4 and 105 < Ra < 4 x 
105, it appeared that in both cases the value for b is close to 
!4. A correlation of Nu(VzA) with RaA4 showed that with b 
= !4 our computations satisfy the correlation within 1 
percent. Therefore we can conclude that in equation (12), 
b= !4. This value has also been obtained in the single vertical 
plate problems when the flow is laminar and stationary. 
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With the value of b (and a) thus obtained we determined if 
equation (12) holds for x ^ VzA. It appeared that the 
agreement is worse for x ^ VzA. For x < VzA, Nu(x), ac
cording to equation (12), is too large, while x > VzA Nu(x), 
according to equation (12), is too small. Since the difference 
with the case x = VzA is only the fact that 6(x, Vi) enters as a 
parameter, we concluded that the centerline temperature is 
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not a correct temperature far away from the plate. Therefore, 
we assumed that in equation (12) a different temperature, 
$'(x), has to be used. We required that d'(lAA) = 
Q(ViA,Vi)=Vi. Using our local heat transfer results we 
determined the relation between d'(x). It appeared that 6(x) 
depends linearly on x 

6'(.x)=C+r'x (13) 

Moreover, we obtained that r'A is constant 

(pc): T'A =0.40 

(ad): T'A=0A6 (14) 

Using these constants and the values for b and a obtained 
from our results at x = ViA, it follows that 

(pc): Nu(x) =0.519Ra l / 'x- ' / 4(0.70-0.40xM)1 '2 5 (15) 

(ad): Nu(x)=0.526Ra , / 4x- ' / ' (0.73-0.46x// l)L 2 5 (16) 

These relations hold for A > 4 and 105 < Ra < 4 x 10s. The 
agreement with our computations is excellent as can be seen 
from Fig. 5. Except near the side walls, deviations occur, 
which is obvious because the flow is different from the flow at 
a single vertical plate in these regions. 

The fact that equations (15) and (16) are in excellent 
agreement with the computations is not surprising, since we 
used our computations in order to obtain the local heat 
transfer relations. The interesting results are the linear 
relation between 6'(x) and x and the fact that r'A is a 
constant. This shows that a relation for the local heat transfer 
can be found by considering the hot wall as if it were a single 
vertical plate. In this model the fluid far away from the plate 
is stratified. However the stratification has to be taken 
smaller than the stratification in the core region. This lower 
stratification reflects the influence of the side walls on the 
convective motion. Moreover, our results show that the local 
heat transfer is proportional to Ra'7' when the flow is in the 
boundary layer regime, laminar and stationary. The influence 
of the side wall boundary condition enters in a different 
stratification and a different proportionality constant. 

Our relations for the local heat transfer are not in 
agreement with the relation of Eckert and Carlson. The 
difference might occur from inaccuracies in the measurements 
and from the fact that the flow might be nonstationary in the 
experiments. 

From equations (15) and (16), it follows that for large 
aspect ratios Nu is proportional to (Ra/A)v ' . Of course, this 
can only be true if the flow in the boundary layer regime 
remains laminar and stationary. From the experiments of 
Schinkel [9] and Elder [18], it is known that the flow becomes 
nonstationary and turbulent for large A. If a single vertical 
plate analogue also holds for turbulent flow, it can be ex
pected that in that case Nu becomes proportional to Ra' / 3 and 
independent of A. However numerical computations with 
laminar stationary governing equations should obtain that Nu 
~ ((RaA4) ,/4, when A is large. Grondin [5] indeed obtained 
that Nu is proportional to (RaA4)'/4. 

The Velocity Distribution - Comparison With Elder's 
Theory. In Elder's analytical solution [4] the effect of 
stratification of the core region is taken into account. This 
solution is an approximative one and holds for x = ViA. The 
velocity in the x-direction u(ViA,y) is given as function of the 
stratification parameter 7(7 = (!4 rRa)y'). 

In Fig. 6, u(ViA,y) is shown as function of y. Because of 
the centrosymmetry only the results from y = 0 to y = Vi are 
shown; Ra = 1.1 x \0$, A = 8 and the side walls are (pc); 7 
for this case is 6.77. A comparison with Elder's solution (with 
this value of 7) is given (profile 1). The approximate character 
of Elder's solution clearly can be seen. Only near y — Vi is the 
agreement good. In Fig. 6, we also show a velocity 

Fig. 6 The velocity in the x-direction at x = All as function of y. 
Comparison with Elders theory. 

distribution according to Elder's solution with a value of 7 
chosen in such a way that the velocity maximum match as well 
as possible (profile 2). The value of 7 for this profile is 6.35. 
The agreement in the boundary layer now is better, but the 
agreement near y = Vi is less good. This shows that Elder's 
solution can describe u{ViA,y) only partly. Moreover it 
appears that a smaller value of 7 - a n d therefore a smaller 
value of r - h a s to be used in order to match the velocity 
maximum. 

From Elder's solution, also, the dependence of «max and the 
location of «max (yraax) on Ra and A can be predicted. When it 
is assumed that rA is constant, it follows that «max ~ 
(RaA4) ~ Vl and _ymax ~ (RaA4) ~ v'. From our results with 
(pc) side walls it appeared that for A > 3 and 10s < Ra < 4 
x 105 

«max=0.277(RaA4)-°-49 (17) 

; W = 1.51(RaA4)-0-27 (18) 

The agreement of these relations with our computations is 
within 2 percent. Thus, dependence of umax and ymm on RaA4 
is in good agreement with Elder's solution (apart from the 
proportionality constant). This is an interesting result. 
Though Elder's solution is clearly an approximative one, it 
predicts the dependence of umax and j>max on RaA4 correctly. 
One might conclude from equations (17) and (18) that rA is a 
constant. But as we described before, rA is not a constant. 
The above given dependence also has been obtained in our 
experiments [9]. 

Summary and Conclusions 

In this paper we reexamined natural convection in vertical 
enclosures, with a special attention to the effect of 
stratification on the convective motion and heat transfer. It 
appeared that our results agree with highly accurate numerical 
schemes known from literature. 

When the flow is in the boundary layer regime, secondary 
motion near the side walls occurs when RaA4 > 2.5 x 105 

and A > 2 ((pc)-side walls). This type of secondary motion is 
caused by the stratification in the side wall regions. It ap
peared that this secondary motion has a large influence on the 
stratification in the center of the enclosure. rA does not 
become a constant as has been obtained in the literature. 
Secondary motion near the center of the enclosure occurs for 
RaA4 > 7 x 104, while at higher RaA4 tertiary motion has 
also been obtained. The results are in good agreement with 
flow visualization experiments of Linthorst and Schinkel. 

From the analysis of the local heat transfer it appeared that 
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the convective motion in the boundary layer regime can be 
modeled by considering the hot wall as if it were a single 
vertical wall with the fluid far away from the wall being 
stratified. However the stratification in this model has to be 
taken less than the stratification in the core region. Moreover, 
we determined that Nu(x) is proportional to Ra'/4. Also, Nu is 
proportional to Ra'/4. The influence of the side walls and their 
boundary condition enters in a_ complex aspect ratio 
dependence. For large aspect ratio, Nu is proportional to A ~ 
1/4. These results are only valid for laminar flow. 

The approximative character of Elder's solution has been 
demonstrated. However, the dependence of the maximum 
velocity in the boundary layer at x = ViA and its location 
agrees-apart from a proportionality constant - with the 
predicted dependence according to Elder's solution. 
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Patterns of Natural Convection 
Around a Square Cylinder Placed 
Concentrically in a Horizontal 
Circular Cylinder 
The Galerkin finite element method was used to analyze the natural convection heat 
transfer in an irregular enclosure made by two isothermal concentric horizontal 
cylinders: the inner square cylinder and the outer circular cylinder. Two different 
aspect ratios, A/R = 0.2 and 0.4, are considered for two possible symmetric at
titudes of the inner square cylinder. For the case of aspect ratio 0.4, experimental 
verification has also been made by obtaining field temperature measurement and 
streamline visualization. It is found that there is no boundary layer separation past 
the sharp edges of the inner cylinder in the range ofRayleigh numbers less than 105, 
although this phenomenon plays a negative role in the local and overall heat 
transfer. Above the upper horizontal surface of the inner square cylinder, a well-
defined symmetric plume is found despite its low flow speed and temperature 
gradient. For the geometry of stand-on-edge position of the inner cylinder, vortex 
cores exist in the enclosure in quadruple for Ra<5. Ox 104 and A/R = 0.4, and in 
double for other cases including A/R = 0.2. 

Introduction 

Extensive studies have been made on natural convection 
heat transfer about relatively simple, but not necessarily easy, 
flow configurations for which convenient natural coordinate 
systems exist. They include buoyancy-driven flows about 
circular cylinders, spherical or elliptic bodies of revolution, 
flat plates, rectangular cavities and enclosures, triangles, 
concentric or eccentric circular annuli and spherical shells 
[1-23]. In the present paper, a study has been made on the 
laminar natural convection heat transfer from an inner 
isothermal horizontal square cylinder to an outer concentric 
circular cylinder, which was placed at a lower but constant 
temperature. Although the flow geometry appears unusual, 
this study is important in understanding how a buoyant 
boundary layer develops past sharp edges of the inner square 
cylinder and thus how the heat transfer characteristics are 
affected by their presence. 

In the literature, natural convective flow about flat plates 
which are either vertical, horizontal, or inclined, has received 
much attention individually because of their fundamental 
importance. For the present problem all these basic con
figurations are readily produced by the surfaces of the inner 
square cylinder by simply rotating the whole system with 
respect to the direction of gravitation. In this case there is 
hydraulic and thermal interference between neighboring 
surfaces, of course, and it is this interference that makes the 
convective flow appear very interesting. In the practical view 
point, the present problem is also important since its result 
could be used to re-evaluate the performance of the con
ventional circular annuli in a comparative fashion. 

The laminar forced momentum convection in a viscous 
fluid flow about two-dimensional rectangular bodies placed in 
a wind tunnel has been numerically investigated by Fromm 
and Harlow [24]. A small numerical perturbation introduced 
upstream has caused asymmetric, alternate vortex shedding 
behind the bluff surface of the rectangular body for Reynolds 
number greater than 50. For such a bluff body with sharp 
corners, separation occurs and subsequent trailing vortices are 
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inevitable no matter how small the Reynolds number is. For 
the natural convective flow developed past a sharp-edged 
bluff body, however, it is not certain whether detachment of 
the boundary layer would occur in a considerable scale. What 
is known for sure at the moment is that the surface of a heated 
body plays the role of an energy supplier for the natural 
convection of the adjacent fluid medium, while the surface of 
a body in forced convection is an energy dissipator due to 
viscous friction. For the present problem, interaction among 
the thermally active neighboring surfaces of the inner square 
cylinder and existence of the enclosing outer circular cylinder 
produce patterns of natural convection very much different 
from those observable in the forced convections. 

To study the possible flow patterns in the boundary layer, 
rising plumes and recirculatory vortex currents occuring in the 
process of natural convection heat transfer in the title en
closure, two most characteristic or symmetric geometries are 
considered among the infinitely many possible angular 
positions of the inner square cylinder. Aspect ratio A/R, the 
length of a side of the square cylinder scaled by the diameter 
of the circular cylinder, was allowed to have two different 
values, 0.2 and 0.4. In Fig. 1, we have shown a symmetric half 
of the several problem domains considered in the present 
paper: A and C stand for the stand-on-surface (SOS hereafter) 
position, B and D for stand-on-edge (SOE hereafter) position, 
A and B have A/R = 0.2, and C and D have A/R = 0.4. In 
consideration of the irregularity of the geometry, the Galerkin 
finite element method has been used to solve the laminar 
Boussinesq flow for some selected values of Rayleigh number. 
An experiment has also been conducted for the case of 
A/R = 0.4 to obtain flow visualization and temperature 
measurements in the flow field. 

Method of Formulation and Solution 

We introduce nondimensional variables as follows, 

u* v* 
x=x*/R,y=y*/R, u-

nSfrPo) 
,v = 

n2(R2Po) 
and T= -

^/(RpJ 

T* - T„ 

T- — T 
(1) 
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Fig. 1 Finite element mesh systems 

The Boussinesq approximate equations are, when expressed in 
dimensionless form, 

du 

~dx + 
dv 

du du 
dx dy 

dv du 
u \-v— • 

dx dy 

dp_ 

dx 

dp_ 

dy 

dy 

-GTLT+< 

-GvlyT+ 

d2U 

dx2 

d2V 

+ 

+ 

d2U 

dy2 

d2v 

dx2 dy2 

dT dT 
u— +v~ •• 

dx dy 

1 /d2T d2T\ 

FT \~dx2 + dp/ 
The fluid properties here are treated as constant and the 
compressibility effect is neglected everywhere except for the 
buoyancy force terms, which provide the driving forces for 
the present flow. As boundary conditions, on the solid 
surface the no-slip condition is applied, and constant 
temperature T= 1 and T=0 are taken on the inner and outer 
cylinders, respectively. On the vertical dividing line of 
symmetry, the conditions w = 0, dy/djc = 0, and dT/dx = 0 are 
taken. The Galerkin finite element method was employed to 
solve the above boundary value problem using quadratic 

triangular elements, with linear interpolation applied for the 
pressure field. When the local element equations are 
assembled over the entire elements (see Fig. 1), one obtains a 

(6) 

(2) 

(3) 

(4) 

CM 

global matrix equation of the form 

[C(u) + K]x = F 

where, 

C = convective matrix 
K = diffusive matrix 
u = velocity vector 
x = vector of unknown nodal variables 
F = force vector 

Among the many possible ways of solving the above 
nonlinear matrix equation, the following two methods are 
considered: 

(a) Successive Substitution or Picard Iteration Method. 
We write equation (6) as 

[C(un + 1) + K]x" + 1 =F (7) 

Hence, the vector ii" + 1 is taken as u", i.e., the nonlinear 
coefficient matrix is locally linearized by taking the values of 
previous iteration. This successive substitution can be slightly 
modified by two different manipulations such as 

Nomenclature 

/ , = 

q. 
,y 

AIR = 

Gr = 

K 

gravitational acceleration 
thermal conductivity of the 
enclosure fluid 
cosine of the angle between 
x-axis and gravity force 
cosine of the angle between 
_y-axis and gravity force 
coordinate in the direction 
normal to a boundary 
scaled static pressure; see 
equation (1) 
local heat flux, - kdT/dn 
scaled Cartesian coordinates; 
see equation (1) 
scaled velocity components 
in x- and ^-directions, re
spectively; see equation (1) 
aspect ratio, the length of a 
side of the square cylinder 
scaled by the diameter of the 
outer circular cylinder. 
Graschof number, g(3R3 

(Ti-To)/v2 

local heat flux for an 

K 

K0.2 

K, = 

K„, 

Pr 
R 

Ra 

77, To 

equivalent pure-conduction 
problem, -kdTJdn 
overall heat flux for an 
equivalent pure-conduction 
problem, \sKds 
the value of K iorA/R = 0.2 
local equivalent conduc
tivity; see equation (14) 
specific overall conductivity; 
see equation (15) 
equivalent overall conduc
tivity; see equation (16) 
Prandtl number, via 
radius of the outer circular 
cylinder 
Rayleigh number, gfiR1 • 
(Ti—To)/va 
nondimensional field tem
perature; see equation (1) 
nondimensional field tem
perature for an equivalent 
pure-conduction problem 
dimensional temperature 
along the inner and outer 
cylinders, respectively 

<t> = 

v 

thermal diffusivity of the 
enclosure fluid 
volumetric thermal ex
pansion coefficient 
fraction of enclosure gap in a 
constant-^ direction; ij = 0 is 
inner cylinder and r\ = 1 is 
outer cylinder 
azimuthal angle measured 
from the top; 0 = 0 coincides 
with the gravitational 
direction 
viscosity 
kinematic viscosity 
density taken constant at a 
mean temperature 

Superscript 

* = dimensional form 

Subscript 

heat transfer evaluated on 
the wall 
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u" + 1 = - ( u " + u " - 1 ) (8) 

and 

u" + 1 = - ( u " + u " ) (9) 

It has been found that among the above three methods the last 
yields the best result in stability and convergence for the 
natural convection of the present geometry. 

(b) Newton-Raphson Method. 
Equation (6) is written somewhat differently this time as 

x"+1 = - J (x" )R(x" )+x" (10) 

where 

R(x)=[C(u) + K ] x - F (11) 

J(x) = 3R(x)/dx (12) 

The above standard form of the Newton-Raphson method can 
be again slightly modified by incorporating the earlier 
scheme, equation (9), as follows, 

x" + 1 = - [ C ( u " + 1) + K]R(x")+x" (13) 

where ii" + 1 is again taken as (u"+u") /2 . This modification 
has also resulted in fast convergence and manifested stability 
with high Rayleigh numbers. 

In the above methods, one must invert the so-called global 
stiffness matrix, which is a large, unsymmetric, sparse, and 
hence, poorly banded matrix. A solution algorithm for this 
matrix equation is usually based on bandwidth [25] or skyline 
storage mode [26], or more recently the frontal method [27]. 
The last method exhibits excellence in saving core memory 
and machine time for poorly banded systems of simultaneous 
equations, and is adopted in the present paper. 

In the initial stage, the solution was started with no-flow 
condition in the flow domain, i.e., u = v = 0 for 
R a < 1 . 0 x l 0 3 . For higher Rayleigh numbers the converged 
solution at lower Rayleigh number was reused as initial 
values. Convergence was achieved with a criterion, IIT " — 
T " _ 1 11/II7" "II < e, where e is a prescribed small positive 
value. A triangular mesh system was chosen for the present 
problem as shown in Fig. 1. The value of e taken for the 
convergence criterion was 0.001 and in no case did the 
iteration number exceeded eight for the Rayleigh numbers 
considered in this study. 

Experimental Procedure 

Two experimental models were constructed for A/R-OA: 
one for quantitative measurement of field temperature, and 
the other for flow visualization. The measurement model was 
made of copper tubes 2-mm thick and 25-cm long. The inner 
square cylinder was dimensioned 4cm x 4cm, and the 
concentric outer circular cylinder of 10-cm inner diameter was 
shrouded with an annular cooling jacket of similar design as 
in [19]. Here, the coolant was allowed to flow helically by a 
long metal strip inserted into the jacket space in a spiral form. 
The inner square cylinder was heated by a Nichrome 
resistance wire of 4 Kfi/m placed inside. Fine, dried, uniform-
mesh metal powder was filled in the square cylinder around 
the resister wire to improve temperature uniformity in all 
directions. A regulated d-c power supply was used to provide 
a constant electrical energy source. Experiments were 
conducted using air at atmospheric pressure. Water was first 
used as a coolant, but it was found later than an air stream of 
room temperature was also sufficient for the various Rayleigh 
numbers considered in the present paper. The system 
normally required 3 to 4 hrs before settling to a steady state. 
Circumferential deviation of the nondimensional temperature 

from the isothermal condition was less than 0.5 percent for 
the outer circular cylinder and 0.1 percent for the inner 
square. Maximum longitudinal deviation registered less than 
0.1 percent. To compare with the calculated results, the 
temperature was measured in the convection space, for 
Rayleigh numbers higher than 5.0 x 104, along the radial 
lines of azimuthal angle 0, 45, 90, 135, and 180 deg. 

On the other hand, the visualization model was made using 
a plexiglass circular outer cylinder with air cooling on the 
surface. It allowed illumination light, whose beam was made 
straight and parallel by letting it pass through a series of 
lattice openings, to enter the convection space through a 
narrow circumferential optical slit made on the outer surface 
of the circular cylinder. After introducing a small quantity of 
cooled smoke as a tracer, a disturbance was rapidly 
transported by convection and diffusion to a quasi-steady 
state. In this transient process toward the equilibrium, flow 
visualization became possible and in this respect the 
streamlines visualized by smoke tracer were not closed, as has 
been also experienced by Powe et al. [28-29]. To avoid 
possible flow disturbance by the heating effect of the 
illumination light, visualization photographs were taken using 
an instantaneously bursting stroboscope light synchronized 
with the camera shutter. 

Results and Discussion 

In the present analysis, the numerical solution converged 
faster for the SOE position than the SOS for fixed Prandtl 
number 0.708. Success was achieved in computing the laminar 
convection up to Rayleigh number 5.0 x 105 for the SOE 
position (AIR — 0.4) and up to 1.0 x 105 for other cases. For 
each iteration, about 600 CPU seconds were consumed by 
Cyber-174 computer at KAIST Computing Center. To present 
the results, we define three wall conductivities as follows: 

(a) the equivalent local conductivity 

Keq=qw/K„ (14) 

{b) the specific overall conductivity 

Ks=k/K0.2 (15) 

(c) the equivalent overall conductivity 

Keq = (\sqds)/K (16) 

In the preceding expressions, we have used q= — kdT/dn, 
K= -kdTc/dn and K=\SK ds. Since the equivalent overall 
conductivity represents overall heat transfer as a multiple of 
pure-conduction heat flux for the same geometry, it can be 
used as an index showing relative importance of the con
vection heat transfer. To compare heat transfer between 
different geometries, one has to multiply the equivalant 
overall conductivity by the specific overall conductivity, Ks. It 
then implies that the overall heat transfer is scaled by a 
common, pure-conduction heat flux obtained for A/R = 0.2, 
i.e., ^0 .2 . 

The Equivalent Overall Conductivity. The specific and 
equivalent overall conductivities are calculated and listed in 
Table 1. For a low Rayleigh number Ra= 1.0 x 103, the value 
of Keq is seen to be nearly unity, implying that heat transfer is 
almost entirely that of pure conduction. This retarded con
vection is properly called pseudo-conduction by Grigull and 
Hauf [30]. From the values of Keq, it is noted that the con
tribution of convection to the overall heat transfer increases 
with higher Rayleigh numbers, which is the expected result. 
This increase is seen to be more pronounced for the smaller 
aspect ratio, A/R = 0.2, than for the case A/R = 0.4 for both 
SOS and SOE positions. For example, as the Rayleigh number 
is escalated from 1.0 x 103 to 1.0 x 105, the increase in Keq for 
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Table 1 Specific and equivalent overall conductivities (Pr = 
0.7) 

Attitude AIR K< K„. 

Ra 103 1.003 

5 X 103 1.346 

0.2 1.00 104 1.644 

5 x 104 2.457 

SOS 105 2.846 

Ra 10J 1.002 
= 5 x 10J 1.043 

0.4 2.03 104 1.126 

5 x 104 1.671 
103 1.991 

Ra 103 1.004 

5 x 103 1.346 

0.2 1.00 104 1.647 

= 5 x 10" 2.482 

SOE 103 2.900 

Ra 10J 1.002 

5 x 10 1.046 

0.4 2.03 104 1.153 

5 x 104 1.762 

103 2.142 

5 X lO 5 3.207 

A/R = 0.4 is on the order of 1.99 for the SOS and 2.14 for the 
SOE position; forA/R = 0.2, this increase is 2.84 for the SOS 
and 2.89 for SOE posit ion. The role of convection heat 
transfer thus becomes important when the convection en
closure becomes more spacious. However, it should be noted 
that the overall heat transfer itself, which is obtained by Keq 

x Ks x K0_2, is much higher for A/R = 0A than for 
A/R=0.2, because of the doubled heat-conduction con
tribution or value of Ks. 

Comparison of Keq for different attitudes but with the same 
aspect ratio reveals that slightly more heat is transferred for 
the SOE than the SOS position due to increased convection. 
For example, as the at t i tude is changed for a fixed value Ra = 
1.0 x 10s from the SOS to SOE, a 1.9 percent increase in Keq 

is seen fory4/_R = 0.2, whereas a 7 .6% increase is obtained for 
A/R = 0A. This observation indicates that the atti tude effect 
is very small for low aspect ratios but becomes increasingly 
important for higher aspect ratios. There would be, then, a 
certain small aspect ratio (A/R<0.2) for which the overall 
heat transfer is little affected by the atti tude of the inner 
cylinder. In other words, in this case the inner cylinder is 
" s m a l l " enough so that the outer boundary cannot tell what 
its shape looks like, or the inner cylinder behaves as if it were 
a circular cylinder which has no directional dependence. The 
equivalent overall conductivity in Table 1 can be expressed by 
the correlation equations in the Rayleigh number range 
shown: for A /R = 0 . 2 , 

Keq =0 .1803 Ra 0 2 4 0 (SOS; 104 < R a < 1 0 5 ) 

Keq =0 .1693 Ra 0 2 4 7 (SOE; 1 0 4 < R a < 1 0 5 ) 

and for .4 AR = 0.4, 

Keq =0 .1155 Ra 0 2 4 7 (SOS; 1 0 4 < R a < 1 0 5 ) 

Keq =0 .0975 Ra 0 2 6 8 (SOE; 104 < R a < 5 x 105) 

(18) 

(19) 

(20) 

The Equivalent Local Conductivity. The equivalent local 
conductivity on the cylinder walls is graphically represented in 
Fig. 2. From this figure it can be seen that the 90 deg sharp 
corners have a significant effect on the convection heat 

""jjjaaBBi I 
ISO l l o 

(B) INNER 

OUTER 

SOE A /R -0 .2 

Fig. 2 Local equivalent conductivity for various Rayleigh numbers: o 
\rfi ••'• "-( 1 7 ) (1(r ,A(5 x 103), + (104), x (5 x 104), and o (105) 

transfer. In Fig. 2(a) and 2(b) for A/R = 0.2, the equivalent 
conductivity for the outer cylinder decreases more or less 
monotonically with the increasing azimuthal angle, <t>, 
measured from the top. However, for the larger aspect ratio 
A/R = 0.4 (see Fig. 2(c) and 2(d)), the monotony is broken 
due to the effect of nearby sharp corners of the inner cylinder. 
This is manifested by the large and small depressions in the 
Keq curves of the outer cylinder near 45 and 135 deg in Fig. 
2(c) and near 0, 90 and 180 deg in Fig. 2(d). The sharp corner 
effect is even stronger on the inner cylinder itself. The sudden 
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depressions and small recovery upheavals in the Keq curves of 
the inner cylinder around each edged corner reveal this. 

On the outer cylinder, maximum local heat transfer occurs 
at the top or 0 = 0 deg, and minimum at the bottom or <f> = 180 
deg. If the enclosure were a concentric annulus, a reversed 
phenomenon would be expected for the inner cylinder. For the 
present inner square cylinder, however, the maximum heat 
transfer occurs off the bottom point although the minimum 
takes place at the usual point, 4> = 0 deg. The maximum heat 
transfer point is located for the SOS position (Fig. 2(a) and 
2(c)) on the lower part of the vertical side wall, off the corner 
region, and for the SOE (Fig. 2(b) and 2(d)) on the lower 
inclined wall after the corner effect is diminished. For the SOS 
cases, it is noteworthy that the local heat transfer is about 
constant on the bottom and top horizontal surfaces of the 
inner cylinder, while it decreases steadily as the buoyant 
boundary layer flows upward along the vertical side wall. 
Similar steady decrease in heat transfer is observed along the 
±45 deg inclined surfaces in the case of SOE positions except 
in the neighborhood of the corner regions. It is noted that the 
reduced maximum heat transfer on the outer cylinder for the 
case of SOE, in comparison with the SOS, can be attributed to 
the effect of the nearby sharp edge at 4> = 0 deg. 

As the Rayleigh number is decreased, the corner effect is 
seen also decreased by a significant amount; in the pseudo-
conduction region ( R a < 4 x 103), it is almost unobserved. For 
high Rayleigh numbers the effect of corner is amplified 
dramatically. 

It is clear from the above discussions that the sharp-edged 
corner plays a negative role in convection heat transfer 
although its local conduction heat transfer is a little higher 
than in other places, and that the attitude of the inner square 
cylinder is therefore important for high Rayleigh number 
convection. 

Field Temperature and Streamlines. In Figs. 3 and 4, for 
fixed aspect ratio A/R = 0A, the radial temperature curves 
obtained through calculation are plotted for two different 
Rayleigh numbers. Data from experimental measurement are 
also presented for purposes of comparison. It is observed that 
the overall comparison between theory and experiment is 
satisfactory, implying adequacy of the present finite element 
mesh system. 

The phenomenon of temperature inversion, which means 
that fluid medium in the region close to the hot inner surface 
is cooler than that close to the colder outer surface, is found 
near tf> = 90) deg for the SOS and near 0 = 45 deg for the SOE 
position. It suggests that the convection current is most strong 
near the vertical side walls of the inner cylinder for the SOS, 
and near the upper inclined walls for the SOE. The slope of 
the temperature curves near the wall, or the local wall heat 
flux, qw, is about constant and very small near the outer 
cylinder in the region between 0 = 135 and 180 deg for the case 
of SOS. The almost stagnant fluid of relatively large scale 
located at the bottom of the convection space is thought 
responsible for this. On the other hand, the temperature 
curves in Fig. 4 suggest that the bottom inert region is much 
reduced in size for the SOE position. 

The aforementioned facts are well confirmed by the smoke 
visualization of streamlines shown in Figs. 5 and 6. The 
strong vortices are located near the vertical side walls for the 
SOS and near the upper inclined walls for the SOE. For the 
SOS position, the size of the inert fluid layer at the bottom is 
seen to be much larger than for the SOE. 

Detail of Flow Patterns 

We now direct our attention to the detailed flow patterns 
characterized by the more intuitive quantities, the isotherms 
and velocity vectors. They are shown in Figs. 7-10 for four 
different Rayleigh numbers between 5 .0xl0 3 and 1.0x10s 

n 
Fig. 3 Radial temperature distribution for SOS {A/R = 0A): - from 
theory; O (^ = 0 deg), A (45 deg), + (90 deg), x (135 deg) and O (180 
deg) from experiment. Rayleigh numbers: A = 5.0 x 104 (theory) and 
5.25 x 104 (experiment), B = 10r(theory), and 1.10 x 105 (experiment) 

Fig. 4 Radial temperature distribution for SOE (A/R = 0A): - from 
theory; O (0 = 0 deg), A (45 deg), + (90 deg), x (135 deg) and O (180 
deg) from experiment. Rayleigh numbers: A = 5 x 1 0 4 (theory) and 
6.01 x 104 (experiment), B = 105 (theory) and 1.15 x 10s (experiment) 
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and for the two different aspect ratios, 0.2 and 0.4. The
isotherms in these figures suggest that convection is stronger
for A / R = 0.2 than for A / R = 0.4. The degree of temperature
inversion in the radial direction for the two Rayleigh num
bers, Ra=5.0x 104 and 1.0x 105 is seen much higher for the
case A / R = 0.2. For A / R = 0.4, the isotherms closely follow
the contour for Ra = 5.0 x 103

, although there is already some
convection current and the flow is nearly pseudo-conductive.
As the Rayleigh number is increased, the near-conduction
isothermal lines are distorted more and more by the con
vection current until strong temperature inversion occurs. For
A / R = 0.2, digression from conduction mode and onset of

temperature inversion takes place at much lower Rayleigh
numbers due to the enhanced natural convection in the mOre
spacious room of the enclosure, as mentioned earlier. The
plume above the heated inner cylinder is better developed for
A/R=0.2 than for A/R=O.4 and causes higher maximum
heat transfer for A/R=0.2 upon impingement on the outer
cylinder at ¢ = 0 deg. The close local clustering of the
isothermal lines with the increasing Rayleigh number is very
indicative of development of the thermal boundary layers
near the heated surfaces. For discussions on further flow
characteristics, we now conveniently differentiate the two
attitudes of the inner cylinder.

A B c
,

Fig. 5 Smoke streamline visualization, Pr =: 0.708. Rayleigh numbers:
A=: 7.15 x 104, B = 8.06 x 104, C =: 1.17 x 105

A B c

Fig.6 Smoke streamline visualization, Pr =: 0.708. Rayleigh numbers:
A =: 3.95 x 104, B =: 6.21 x 104, C = 1.05 x 105

Fig. 7 Isotherms and velocity vectors for the SOS (A tR = 0.2). Rayleigh
numbers: A=5 x 103 , B = 104, C =: 5 x 104, and D = 10

278/ Vol. 105, MAY 1983

Fig. 8 Isotherms and velocity vectors for the SOS (A tR = 0.4). Rayleigh
numbers: A=5 x 103 , B = 104, C =5 x 104, and D = 10
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Fig. 9 Isotherms and velocity vectors for the SOE (A //? = 0.2). Rayleigh 
numbers: A = 5 x 103, B = 104, C = 5 x 104, and D = 106 

Fig. 10 Isotherms and velocity vectors for the SOE (A/R = 0.4). 
Rayleigh numbers: A = 5 x 103, B = 104, C = 5 x 104, and D = 105 

occurs locally near the 90-deg edge at <t> = 90 deg making the 
heat transfer in this direction dominated by the conduction 
mode. This is quantitatively verified by the almost straight 
temperature curve along <p = 90 deg in Fig. 4(a). In contrast to 
the previous SOS position, the thermal boundary layer is well 
defined everywhere on the inner cylinder, including the sharp-
edged corners. Some slight local disturbances are seen in the 
velocity vectors around the sharp corner at <£ = 90 deg, but 
again there is no evidence of flow separation. For the present 
geometry the walls of the inner cylinder is inclined by either 
+ 45 deg or - 4 5 deg, making the force component normal to 
the wall smaller than that for the SOS position. Such a flow 
pattern agrees qualitatively well with that of the natural 
convection obtained by the finite element method for 
hexagonal cylinders by Gartling [31]. 

The tracer streamlines in the visualization photographs of 
Fig. 6 verify for AIR = 0.4 the theoretically predicted smaller 
vortices within each of the larger recirculating overall twin 
vortices. It is remarkable that these subvortices emerge into a 
single one, both in the theory and experiment alike, as the 
Rayleigh number is increased to about 1.0 xlO 5 , the lower-
positioned subvortex being weakened and absorbed by the 
outer stronger vortex. 

For the smaller aspect ratio A/R = 0.2, the above corotating 
subvortices do not appear due to the enhanced convection 
mode at the same Rayleigh number. 

Concluding Remarks 

The Galerkin finite element solution has produced in
teresting results, part of which are experimentally confirmed. 
The two different aspect ratios considered in the present paper 
have suggested profound effect of the aspect ratio on the local 
and overall heat transfer. For a large aspect ratio, interesting 
corotating subvortices are found for the SOE-position in a 
limited Rayleigh number range due to the constricted con
vection space, which is virtually partitioned by the local dead 
flow regions near the sharp corners. Investigation of the local 
and overall equivalent conductivities has revealed that sharp 
edges of the inner cylinder has a negative effect in heat 
transfer. However, it has been possible to argue that for a 
certain small aspect ratio, the characteristics of the angled 
inner cylinder disappears and the inner cylinder begins to 
behave as if it were a circular cylinder. It has been also shown 
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(a) The SOS Position. The velocity vectors in Figs. 7 and 8 
show that flow follows the contour of the sharp-edged inner 
heated square cylinder surprisingly well, although some small 
disturbances exist locally around the sharp corners. For high 
Rayleigh numbers, the thermal boundary layer is well 
developed along most of the surface of the inner cylinder 
except above the upper horizontal wall where the temperature 
gradient in normal direction is very small. Actually, the 
temperature curves for 0 = 0 deg in Fig. 3, which has about 
constant and small slope in the fraction of gap 0<iy<0.65, 
suggest that conduction is dominant and flow is only slowly 
convected right above the inner cylinder. That is, the 
buoyancy force is directed unfavorably away from the upper 
surface and the flow is consequentially retarded significantly. 
However, it is noteworthy that there is no evidence of flow 
separation, with no counter-rotating twin eddies as might be 
expected from the experience of forced convection. As a 
matter fact, flow separation is prevented because of the strong 
thermohydrodynamic interactions between neighboring sur
faces. The heated boundary layers rising fast along the ver
tical walls entrain the adjacent fluid medium with lower 
velocity above the upper horizontal surface, which would 
otherwise be stagnant or separated. Since supply of fresh 
fluids for entrainment cannot be continued in a steady state in 
this region, the rising thermal boundary layer is deflected as a 
whole following very closely the sharp-edged inner cylinder. 
This theoretical prediction on the symmetric well-attached 
recirculating flows is confirmed experimentally by the smoke 
streamlines in Fig. 5. The existence of twin vortices, the 
dividing streamline above the inner cylinder and the attached 
flow patterns, are clearly demonstrated. It is observed ex
perimentally, however, that separation could occur for the 
unsteady flows which might be easily introduced for the SOS 
position by such small disturbances as turbulent smoke in
jection, strong sustained illumination for observation pur
pose, and deviation from the exact geometrical symmetry. 

(b) The SOE position. For the larger aspect ratio, 
AIR = 0.4, at lower Rayleigh numbers R a < 5 . 0 x l 0 4 , the 
recirculating flow in the symmetric half of the convection 
space has exhibited two vortex cores within one overall large 
rotating current (see Fig. 10). These two subvortices are 
circling in the same direction, and it is concluded, therefore, 
that to avoid a large shear stress between the two vortices 
there must be a dead flow region inbetween. This dead flow 
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that the strong thermohydraulic interference between adjacent 
walls of the inner heated cylinder causes the thermal boundary 
layer in a steady state to follow closely the body configuration 
with no premature flow separation at all in the Rayleigh 
number range considered. 
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Release Rate Model for Developing 
Fires 
A mathematical model for predicting the course of a developing fire in a com
partment is described. The model uses release rate data obtained from laboratory-
scale tests to calculate the rate of heat and smoke generation within the com
partment. From these data, the model predicts rate of involvement of combustible 
surfaces, upper layer temperatures, and smoke concentration as a function of time. 
The model is described by relationships used to determine: (i) ignition and rate of 
vertical fire propagation, (ii) release rates based on total heat released and incident 
flux, and (ii) heat losses by venting and accumulation within the boundaries of the 
compartment. Results of predicted by the model and observed in full-scale tests of 
furnished compartments are compared. 

Introduction 
A model which predicts the course of a developing fire by 

tracing the progressive involvement of combustible materials 
in its path is described. In this paper, major interest is on a 
"path" described by a fire plume contacting vertical (wall) 
and horizontal (ceiling) surfaces that the plume may ignite. 
The purpose of the model is to predict how the combustible 
materials or products will influence the course of such a 
developing fire. 

In order to determine the effect different combustibles have 
a fire's propagation, a good description of combustibility is 
required; one that can describe the various factors which the 
combustible items contribute to the progress of the fire. 
Experimentally determined release rate data were used to 
obtain the pertinent factors for a model which was designed to 
utilize these data. 

For this release rate model, the item-related properties that 
are needed are: thermal properties before ignition, ignition 
point, rate of heat and smoke release from involved surfaces, 
and rate of flame propagation at right angles to the fire 
plume. The plume-related properties are: dimensions, tem
perature, and emissivity. 

The present model is restricted to those situations where 
venting rates are not restricted by the size of opening in the 
compartment, and bulk air oxygen concentration is not a 
limiting factor. For vertical surfaces under an imposed heat 
flux, heat release rates do not change significantly [2] as bulk 
oxygen concentration varies from 21 to 14 mole percent. 
Release rate tests made on horizontal surfaces indicate that 
heat release rates change with oxygen concentration. This is 
due to the decrease in radiant heat feedback from the longer 
plume as oxygen concentration decreases. 

Release Rate Data. Equipment and procedures for ob
taining release rate data used in this work have been described 
[1]. The release rate of heat and (visible) smoke is obtained 
using a representative section of the combustible items found 
in the fire compartment, and measured as a function of time 
at different levels of incident flux. A set of release rate data is 
illustrated by Fig. 1. Information used as input to the model is 
interpreted from these data. The variable "time" in the 
release rate test was transformed to a corresponding variable 
that can be related to a real fire situation where the sample is 
exposed to a varying incident flux. For those materials whose 
release rate varies with time, the change in heat and smoke 
release rate is a function of the thickness of the char layer 
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formed. The depth of char layer is in turn a function of the 
total heat released from the sample. By cross plotting release 
rate data as rate of release versus total heat released, the test 
"time" is replaced by a variable (total heat release) that can 
be conveniently followed during the progress of a real fire. 

The definition of the sample as tested makes analysis and 
interpretation of experimental data relatively simple. The 
extent of the sample, or more precisely, the exposed "sur
face" of the sample is taken to include the gas phase 
boundary generated by the sample during the release rate 
tests. By this definition the incident flux to the specimen's 
boundary is simply the externally generated, or applied, flux. 
The flux to the solid surface, or to the plane of decomposition 
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in the solid in case of char-forming material, is not needed to 
interpret release rates. Figure 2 represents the sample. The 
release rate data is obtained experimentally in these terms - as 
a function of time and incident flux to the "boundary" of the 
sample as defined by Fig. 2. 

In relation to modelling, there are advantages in thus 
defining the sample. First, release rates are determined solely 
as a function of applied flux and time. The model code then 
needs to determine only the incident flux to this boundary and 
keep an accounting of prior heat release to be able to ef
fectively utilize experimental release rate data. 

In an actual fire situation, the incident flux to a differential 
area may consist of radiant flux from a plume generated by 
burning fuel originating from surfaces below the differential 
area being considered. In either case the incident flux can be 
calculated if the temperature and emissivity of surroundings, 
and temperature, thickness, and emissivity of the plume are 
determinable. 

The following describes how these various factors which 
enter into the calculation of the plume characteristics and the 
surroundings, together with the characteristics of the fuel 
source, are considered and applied in this release rate model. 

Release Rate Model 

The overall compartment model is based on a simple mass 
and energy balance of the fire system as illustrated by Fig. 3. 
The temperatures in the upper layer of the compartment are 
determined as a function of time by balancing heat losses and 
heat generated, the latter determined from release rate in
formation on burning surfaces. The burning surfaces are 
predicted by the rate of surface involvement from the point of 
ignition. 

Three major changes from an earlier release rate model [2] 
appear in this version: 

(0 The criterion for fire propagation in the direction of 
the fire plume is determined from the flux-time history of the 
surfaces influenced by the plane and surroundings, not by 
surface temperatures or flame travel rate.1 

(ii) The hot upper layer consists of two zones, one zone 
defined by the continuation of the plume into the upper layer. 
This effectively gives a three-zones, two-layer model. 

Flame travel rate perpendicular to plume flow is still obtained from ex
perimental flame travel rate values as a function of incident flux. 

Input + Generation = Output + Accumulatioi 

Massi Air. 

Keati Zero if V In-

Genoration 
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Accumulation 
(Heat) 

z 

"Out «< 

Air and Comb
ustion Products 
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Conducted thru 

walls, 
Radiation thru 

openings. 

- Compartment 

Fig. 3 Overall heat and mass balance 

(Hi) The rate of venting is equal to the "effective" en-
trainment into the plume in both the lower and upper thermal 
layers of the compartment. 

Ignition-Propagation. Surface temperature is not an 
adequate measure of "ignition point" for many products 
used as wall linings, furniture, floorcoverings, etc., that make 
up the fuel load in real fire systems. The "point" of ignition, 
i.e., the criteria or conditions that describe when a product 
will "start to burn," (i.e., release heat if vapors are exposed 
to an ignition source), is based on a flux-time product (FTP) 
readily interpreted from release rate data [2]. 

The flux-time product of a material or product may be 
defined: 

FTP = E[Flux-SPF)£, At] 

where: 

Flux = average incident flux over time increment, At 
SPF = self propagating flux; that flux at which a flame 

will just propagate from a point of flame im
pingement 

At = time span of incremented time 
n = empirical constant; for many materials « = 1 ; for 

retarded materials, n may be greater than 1. 

At some level of FTP the sample will start to "burn" as 
indicated in Fig. 4 as the time when a significant rate of heat 
release occurs. The product of the excess flux (Flux-SPF) 
times the time to ignition is the minimum flux-time product 
for that heat flux. Calculation of the minumum flux-time 
product (FTPmin) is shown by Fig. 4, which illustrates the type 
of data used. 

Nomenclature 

Qox = 

Ae = 
Af = 

cs = 
D„ = 

E = 

e = 
F = 

ff = 
f = 

g = 
h = 

H0 = 

AH = 
k = 

rh = 

area for entrainment 
cross-sectional area of plume 
(flow area) 
smoke concentration 
("particles'Vunit volume) 
width of door (opening) 
entrainment rate (mass/unit 
time) 
entrainment coefficient 
view factor 
friction factor 
"potential" heat of unburned 
combustible gases 
acceleration due to gravity 
heat transfer coefficient 
heating value of decompo
sition products 
enthalpy 
thermal conductivity 
mass flow rate 

QR 

Qs 

Oi 

s 
t 

T 
u 
V 

vf 
AV 

X 

y 

z 

heat released/mass oxygen 
consumed 
total rate of heat released to 
plume from wall 
total rate of heat released to 
plume from initiation source 
rate of heat release per unit 
(exposed) area 
flow rate of visible smoke 
("particles "/s) 
time 
temperature 
velocity 
volumetric flow rate of plume 
horizontal flame travel rate 
volume increment 
depth (thickness) of plume 
width of plume for center 
wall; for corner config
uration, y = one side of 
corner 
height 

AZ = 
a = 
e = 
P = 

height increment 
Stefan Boltzmann constant 
emissivity 
density 

Subscripts 
a = 
c = 
d = 
e = 
f = 
g = 
i = 

k = 
/ = 

o = 
P = 
r = 
s = 
T = 
u = 
w = 

ambient 
convective 
decomposition 
entrained air 
soffit 
gas phase 
in 
increment number 
lower layer 
out 
plume 
radiative 
surface 
total 
upper layer 
wall 
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The minimum flux-time product has been determined for 
over 50 different materials and products. It has proven to be a 
more reliable method for describing ignition "point" than 
surface temperature for PVC samples, inorganic-faced 
laminates, FR materials, and nonthermally thick solids. 

Normally, release rate curves at four or five different heat 
flux exposures are used to determine (FTP)min, not just the 
two illustrated by Fig. 4. The (FTP)min values calculated at 
each of these flux levels consistently agree within ± 10 
(W/cm2) -s. 

Basing ignition on an incident flux rather than surface 
temperature also simplifies predicting the ignition point when 
modeling fire systems. Thermal properties of the materials are 
not needed; their effect has been accounted for in the ex
perimental flux-time product determination. 

Upper Layer. Upon observing compartment fire systems 
having combustible walls and noncombustible ceilings, it is 
obvious that a simple two-layer model cannot adequately 
predict the pattern of surface involvement for such a system. 
In corner configuration tests, fire spread up the walls, and its 
continuation along the ceiling and upper walls show that the 
plume continues into the upper thermal layer, producing a 
zone having a different temperature and velocity than the 
lower zone of the upper layer (Fig. 5). 

In this release rate model, the plume is extended into the 
upper layer, with entrainment from the lower zone into the 
upper zone or plume. Vertical and horizontal temperature 
gradients in the upper layer observed in full scale tests indicate 
the presence of such a plume. 

Venting. The pumping action of the fire in the lower layer 
plus the expansion of gases entrained into the plume from the 
lower zone was used to calculate the venting rate from the 
compartment. Since the application of the model is restricted 
to preflashover conditions, and the openings in the com
partments modeled in this paper are large, the venting rates 
for fires examined are not restricted by size of opening. 

Air entrained in the plume was calculated using the ap
proach of J. B. Fang [3]. The air entrained in the lower layer 
was presumed to be vented from the upper layer. The air 
entrained from the lower zone into the plume (or upper zone) 
in the upper layer is heated and expands, producing an ad
ditional venting given by equation (12). The total mass in
terchanged in the upper layer is not vented; only that 
equivalent to the mass in the volume vented due to this ex
pansion. 

Model Code 

The model's code is a bookkeeping device for fire-involved 
surfaces and other, nonburning surfaces in addition to 
making the calculations required to determine incident flux. 
The incident flux to a surface is from the fire plume and 
adjacent hot surfaces "seen" by the surface. To start, a fire 
initiation source, described by fire base dimensions and heat 
and smoke release rates as a function of time are read into the 
main program from Subroutine QSUB. This subroutine can 
be written to describe any initiation source such as a wood 
crib, propane burner, burning chair, waste container, etc. The 
initiation source may be placed in a corner, center wall, or 
center of the compartment. The entrainment coefficient and 
surface used to describe the air entrained into the lower plume 
will depend on location of the initiation source. 

For corner and center wall fires the plume is assumed to 
contact the wall(s). Therefore, where combustible walls are 
present, the fuel contributed by the walls enters and is part of 
the plume from the initiating fire. 

Incident flux from the plume seen at the boundary of the 
wall (corresponding to the boundary of the release rate test 
specimen) is calculated from the depth, temperature, and 
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emissivity of the plume. In the corner configuration, average 
flux from the adjoining wall is calculated from temperature 
and emissivity of the wall, or if burning, from an effective 
flame temperature and emissivity of the flame. The incident 
flux to the boundary is the highest of the flux values seen by 
the wall area. 

Once a surface is ignited, as indicated by the flux-time 
product exceeding (FTP)min, the release rate of heat and 
smoke is determined from release rate data given as a function 
of incident flux and total heat or smoke released during prior 
time periods [2]. 

By making mass, energy, and momentum balances on an 
incremental volume (AV) of the plume, the dimensions, 
temperature, and pertinent gas phase compositions of the 
plume, along with the net energy contained in the plume at 
any point along its path, are determined. 

The temperature of the gases vented is calculated from the 
temperature of the upper and lower zones in the upper layer. 
The smoke venting rate is assumed to be equal to the rate of 
smoke generation, i.e., the accumulation of smoke in the 
upper layer is assumed to be negligible. 

Wall Plume Model 

Relationships used to calculate mass, energy, and 
momentum changes in the plume are described below. The 
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incremental volume of the plume across which the balances 
are made is illustrated in Fig. 6. 

Mass Balance. Out-in = entrainment + decomposition 
products 

m0-mi = p0u0A0-piuiAi = e(p/pa)
U2pau(y + 2x)AZ 

+ rhyAZ/Hv 

where 

u = (u0 +u,)/2 

P = (p0+Pi)/2 (1) 

Energy Balance, (reference temperature = Ta). Out-in = 
heat generated - heat loss by radiation and convection, 

m0cp(T0 - Ta)- m,cp(T, - T„) = Qgm - Upo(T* - T>a 

+ ^F^T* - Tw) + hc{Tp - Tw]yAz (2) 

Ggem = rhyAz (fuel limiting) (3) 

6gen2 = mmQm (oxygen limiting) (4) 

6gen3 = ih0cp(TF-Ta)+ Qioss-miCpiTj-T,,) 

(temp, limiting) (5) 

where 

Gloss = (bracketed term in equation (2)) 

TF = "flame temperature or maximum plume tem
perature 

Qgen = (smallest value of equations (3), (4), or (5)) 

Force Balance. Momentum change across increment = 
buoyancy force - frictional losses, 

m0u0 - m/Uf = xyg(pa-p)AZ-ffpu2AZ/2 (6) 

Oxygen Balance. 

(mm)o-(mm),=0.2i me-(rhyAZ+f,)/Qox (7) 

Unburned Fuel Balance. 

f0-fi=rhyAZ-Qgen (8) 

Radiant Flux from Upper Layer. 

q/A = t^Fuk(Ti-n) (9) 
Horizontal Temperature Gradient. (Reference [6]) 

Tpp = [2.(2.-0.8(Q, - Qs)/QMTp - T„) + Ta (10) 

Used to determine the temperature of plume's "plateau" 
(Tpp) next to wall; a function of total energy to plume and that 
contributed by the vertical wall or combustible ceiling. 

"Effective" Entrainment. (Reference [3]) 

Lowerlayer: Ex = e(Ta/Tpy
n
PauAe (11) 

Upper layer: Eu=Ex(Tp-Tu)/Tu (12) 

Incident Flux to Wall Contacting V. 

hr=tppa(T%,-'ny{T„-Tll) (i3) 

hc = 1.24(7^ - r j 1 / 3 ( i n S.I. units) (14) 

(q/A)=;(hr + hc){Tpp-Ta) (15) 

If corner configuration, Flux from adjoining wall (q/A)2: 

{Q/Ah = iwain-n)Fww (16) 

where 

F„„ = 0.33, Tw = Ts of adjoining wall 

q/A = (the larger of (q/A), and q/A2) 

Smoke Concentration. 

CS = S/V (17) 

Absorptivity-Emissivity of Plume. (Reference [7, 8]) 

ep = 1. - l/[A+Exp(k2Qrxp/mpTp)] (19) 

where 

ki = 0 .184xl0" 5 mV'part ic les ," ^ ; ( l . l x l 0 " 5 ft2/ 
"particles," °R) 

k2 = 0.941 kg,K/kj,m; (1.2 lb,„, °R/Btu,ft.) 

Values of k{ and k2 were estimated from the data of Chung 
[8], who related the emissivity of the plume to the visible 
smoke concentration as calculated from release rate data and 
heat input to the plume. 

Heat Losses to Wall. (Reference [9,10]) 

For the finite difference solution of: 

dT _ d2T 

the wall of thickness "x" was divided into unequal in
cremental depths. Since the temperature gradient is greater at 
the heated (inside) surface, the increment at the inside surface 
was made thinnest and increased with distance into the wall. 

In this code, the wall was divided into four slabs 

„/(!.5)5 ,x,v /(1.5)\ * „ / ( ! . 5 ) 3 , ( l -
.5)V (1.5)5 (1.5)4 (1.5) 

By heat balance at the interface between two increments 

m£cpATXk = pcpxkATXj< ={qk-\- qk)At (20) 

where 

T"k = temperature in center of "k" increment at time interval 
"n" 

Then 

where 

TXk
+x{.qk^-qk)At/pcpxk + T"Xk (21) 

ik- ~ ( r " * _ 7 7 4 + i ) 

At the gas-solid interface, the surface temperature is 
estimated by equating heat flow to and from the interface and 
solving for Ts 

T = 
1 s h + k/Xj 

(22) 

For stability 

( ^ ) m i n > ( 2 At) 
\ pcp / 

^ = (1.0 + Ar,CsXp7;)4-1.0 (18) 

Incident Flux at Vertical Boundary of Involved Surface. 

For corner configuration: 

q/A = tpoFvw'{JP-1*) (24) 

where Fww = 0.15. 

Width of Wall Plume. 

yl+A, = vfAt+y„ (25) 

where 

vf = function of incident flux 

Depth of Plume. 
x= m/puy (26) 

Height of Upper Layer. (Reference [4, 5]) 

Zu-Zf = (mv/0.6Dw)2/i/[g(pa-po)pa]
m (27) 

where 

m„ = mass venting rate = ET + Lrh.Aj/Hv 

Zf = soffit height of door 
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Entrainment (ET) is already calculated; the height of upper 
layer is calculated by finding the buoyant force needed to 
provide flow out of opening equal to mv 

Temperature of Vented Gases. 

(By trail and error solution) 

Tu=(Qr-Q')0a)K/mvCp + Ta (28) 

where 

Qr = net heat released to upper layer 
Qi'oss = total heat loss from lower zone, upper layer 

Experimental Verification. 
Experimental upgrading and verification of the model was 

done in several stages. The approach taken in developing the 
model was to use those mathematical relationships that were 
believed to consider all important variables and adequately 
predict the observed trends of the reaction being examined. 
The thought being that if trends are predictable, then absolute 
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Fig. 10 Upper layer temperataure, Upjohn Test 2017 

values can be obtained from one or more good data points 
obtained from actual fire data. In some cases, full-scale tests 
were designed to obtain the desired reference points. For 
example, actual values for the entrainment coefficients for the 
upper and lower plumes were determined using the 2.4 X 3.6 
X 2.4-m high compartment described by Wood [11] and 
Satija [10]. The test facility was designed to permit accurate 
measurement of the rate of heat, mass, and smoke flow out its 
opening, a door of variable width and height. 

Utilizing this capability, a line burner, 1.2-m wide, was used 
to generate a plume and the upper layer temperature and mass 
flow rate out the door was experimentally determined [10]. 
Entrainment coefficients were selected that gave the best 
match between values of venting rate and average upper layer 
temperature. Values selected for an open plume were 0.133 
for the lower layer compared to values of 0.1 to 0.2 found by 
Fang [3]. For vertical plumes adjoining walls, where only half 
of the plume's width is open to entrainment, the entrainment 
coefficient was found to be 0.067. The entrainment coef
ficient for the upper layer, horizontal, plume was found to be 
0.09. 

A series of tests were made in The Ohio State University's 
large-scale test facility [11] using different wall and ceiling 
linings and ignition sources. Temperatures at 36 points in the 
compartment's upper half were monitored by thermocouples 
on three "trees," 1.8-m wide. The center tree had two sets of 
thermocouples, 24 g and 30 g, to check for effect of radiation 
on air temperature readings. Temperature deviations of less 
than 3 percent were found over the range of interest so no 
correction for radiation was made. 

The upper layer temperature was taken as the temperature 
read by those thermocouples on the tree in the center of the 
compartment that were in the upper layer. The height of the 
upper layer was determined from a vertical string of ther
mocouples, 8 cm apart, hung from the ceiling. The value of 
"upper layer temperature" calculated by the model was the 
weighted average (for height) of the upper and lower zone 
temperatures in the center of the room. 

Descriptions of materials and their orientation for several 
of these tests are given below. Results are described in Fig. 
7-9. The Upjohn tests [12] and results of predictive modeling 
were recalculated using the new code: Predicted performance 
for Test No. 2017 compared to that observed is shown in Fig. 
10. 

Test Description 

Run A. 
Compartment: 2.1 by 3.6 by 2.1-m high; door: 0.71 by 

1.9m 
Loading: 

(A) Four reference2 seats mounted as shown 
(B) Wall and ceiling, lined with a PVC-ABS alloy 

Ignition: both rear seats ignited (X) by pouring 200 cc of 
kerosene in center back of each seat and igniting each at the 
same time. 

X | X 

p 

o 

t 

(Run A) 

X 

(Run B) 

Run 15. 

Compartment: (Same as Run A) 
Loading: 

(A) Two reference seats mounted as shown 
(B) Noncombustible walls and ceiling (gypsum board) 

Ignition: One seat ignited (X) by pouring 200 cc kerosene in 
center of seat and igniting. 

RunE. 
Compartment: (same as Run A) 
Loading: 

(A) Two reference seats mounted as shown in Run B. 
(B) Melamine lining on walls and ceiling. 

Ignition: Left seat ignited (X) by pouring 200 cc kerosene in 
center of seat and igniting. 

Upjohn (12) Test No. 2017. Compartment: 2.4 by 3.6 by 
2.4-m high. 

Loading: 
(A) Two adjoining walls of exterior grade, 19-mm 

plywood; noncombustible ceiling. 
(B) Propane burner in corner programmed to simulate 

a 9.1 kg wood crib. 

Discussion 

To evaluate the model's performance, the rate of change of 
upper layer temperature and heat and smoke release, as well 
as actual temperatures can be considered. Difference in 
combustibility of the materials involved are responsible for 
the different rate of fire development for those tests using the 
same initiation source. Therefore the fire's development rate 
should be a sensitive test for checking the objective of the 
model - to predict the effect materials have on a fire system. 

Tests B, D, and E use the same initiation source; only the 
wall lining was changed. The predicted results, calculated 
solely from release rate data for the linings, follow the ob
served changes in temperature, smoke, and heat release. (See 
Figs. 7-10). 

The time scale displacement observed in Tests A through E 
using the reference seat is due in part to the time required for 
the flame from the burning seat to contact the wall. However, 
the seat back shielded the wall from the flame until the back 
melted and burned. 

2Reference seat: Seat: 408 by 813 by 51-mm thick flexible urethane slab 
Back: 508 by 813 by 25-mm thick flexible urethane slab 
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Smoke evolution rate is a useful value since it is also a good 
measure of the rate of fire involvement of the PVC-ABS 
alloy. This material produces much smoke, so that the time at 
which the liner ignites, and the area involved, could be in
ferred from the smoke data. From this type of analysis, as 
well as from a semiquantitative evaluation of involved sur
faces from photographs taken during the tests, it appears that 
the rate and pattern of fire propagation, both vertically and 
horizontally, are predicted by the model. 

Although not shown, other tests using these materials in 
center wall configuration at different levels of initiating fire 
were made to determine if a self-propagating fire would 
develop. For example, using the same propane burner and 
plywood walls as the Upjohn Test No. 2017 in a center wall 
configuration, the model predicted that the fire would involve 
less than a 1.2-m high section of the wall with little horizontal 
extension beyond the plume formed by the burner. Actual 
charred area, which is greater than that involved by fire, was 
2.1 m high by 0.76 m at the widest point. 

Summary 

The ability of the model to predict the progress of actual 
fires in systems with a wide variety of combustible materials 
and initiation sources is encouraging. The model's capabilities 
also indicate the importance of relevant release rate data to 
describe the fire performance characteristics of materials and 
products. The release rate model has been described as 
"simplistic," presumably in respect to its treatment of heat 
and fluid dynamics in the fire system. The results described 
above would indicate that a rigorous treatment is not 
necessary to predict the course of a developing fire if good 
release rate data are available. 

The predictions for each run were made without change in 
the basic model. The only change to the code was the release 
rate information for the combustible materials, i.e., no ad-
justible "constants" were used to "fit the data." 

In some preflashover models [13', 14, 15], rate of heat 
release has already been determined or is given as an ex

ponential function with time. What these models assume is 
exactly what the release rate model attempts to predict. At 
least for the simple systems examined, the release rate model 
predicts the trend in a fire's development for different 
materials and initiation sources. 
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Stationary Thermal Ignition of 
Particle Suspensions 
A calculational method is presented for the stationary thermal ignition of 
pulverized coal Suspensions based on radiative energy transport in a heat generating 
medium. A diffusion-limited, Arrhenius model for heat generation is used in the 
description of the heterogeneous ignition and combustion of particles with the gases 
in which they are dispersed. The discrete ordinates method, which is used to solve 
numerically the radiative transfer equation, is combined with an iterative procedure 
to obtain both the temperature and radiation intensity distributions throughout the 
reacting system. Numerical examples are presented to show the variation in the 
critical behavior of a system in plane geometry with wall temperature and reflec
tivity, optical thickness of the system, particle size, optical parameters, anisotropy 
of the scattering, and the parameters of the heat generation model. 

1 Introduction 

The thermal theory of ignition has been the subject of 
numerous investigations, a comprehensive review of which is 
given by Gray and Lee [1]. Thermal ignition generally occurs 
at a critical state of a reacting system for which the heat 
generation by chemical reactions exceeds the rate of heat loss 
to the surroundings. Calculation of the critical parameters for 
thermal ignition of homogeneous systems is one of the 
classical problems of combustion theory and has been ad
dressed by Semenov for the time-dependent case [2] and by 
Frank-Kamenetskii for the stationary case [3]. Both of these 
pioneering investigations considered the thermal ignition of 
reacting gases based on an Arrhenius heat generation model 
with conduction as the only heat transport mechanism. In 
reacting media containing dispersed particulates, such as 
pulverized coal suspensions, thermal radiation often becomes 
the dominant mode of heat transfer, particularly at elevated 
temperatures. The theories of Semenov and Frank-
Kamenetskii, which are based on heat loss by conduction 
only, are thus not applicable. 

Recently, analytical studies of the ignition and the sub
sequent consumption of single carbonaceous particles has 
been reported by Libby and Blake [4-6]. Although radiant 
heat loss is considered, the emphasis is on the modeling of gas 
phase chemistry, species diffusion, and heterogeneous 
reactions as a particle is immersed suddenly into a hot, 
oxidizing environment. By contrast, the intent of this study is 
to determine the influence of scattering, particle size, and 
global activation energy of the surface reaction of the ignition 
of particle suspensions. 

Although the fundamental theory of ignition is unaffected 
by the type of energy transfer, the mathematical formulation 
of the criticality problem is significantly altered by sub
stitution of radiative heat transfer for conductive heat 
transfer. Conductive losses are related directly to derivatives 
of temperature by Fourier's law, and thus the stationary 
energy balance yields a quasi-linear equation with tem
perature as the only unknown [3]. This equation is the basis of 
the stationary analysis by Frank-Kamenetskii. On the other 
hand, evaluation of radiation losses requires the calculation 
of the radiation intensity distribution throughout the reacting 
medium from the equation of radiative transfer. Moreover, 
this equation of transfer must be solved simultaneously with a 
highly nonlinear, stationary energy balance equation to 
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compute the temperature and radiation intensity distribution 
in the medium. 

A number of investigators have solved highly simplified or 
approximate versions of the equation of transfer in pulverized 
coal media. Essenhigh [7] and Bhaduri [8] neglected scattering 
and thermal emission and used Bouguer's law to compute the 
radiation intensity. Field et al. [9] employed the well-known 
flux methods to determine radiation fluxes in scattering and 
heat generation media. A number of authors [10, 11] have 
also used the directionally-integrated intensity distributions. 
The use of these approximate techniques can introduce serious 
error in calculation of the radiant energy transport in scat
tering media, particularly optically thin systems, which are 
characterized by rapid spatial variation of the radiant in
tensity and consequently a strong angular dependence of the 
intensity at each point. In this study, a powerful and accurate 
numerical discrete ordinates method (originally developed for 
solution of neutron transport problems) is used to solve the 
equation of transfer. The simultaneous solution of the 
equation of transfer with the stationary energy balance is then 
applied to the prediction of ignition parameters of a radiating 
system. 

2 Theory and Model Development 

2.1 The Stationary Energy Balance. By neglecting con
ductive and diffusive heat transfer, as well as sensible energy 
changes, the stationary energy balance in a reacting coal 
suspension can be written as 

-Q , ( r ) + H(r) = 0 (1) 

where Qr(r) is the net rate of energy loss by radiation at point 
r per unit volume, and H{r) is the volumetric rate of heat 
generation from chemical reactions at point r. Equation (1) 
states that all the heat which is generated must be dissipated 
by radiant energy transfer. 

2.2 The Heat Generation Term. The coal particles are 
assumed to be spherical, and gas phase chemical reactions are 
neglected. The heat generation rate H is determined ex
clusively by the rate of the heterogeneous reaction of the 
particles with the oxidizing gases (primarily 02). The severity 
of neglecting both devolitization and gas phase chemical 
reactions is recognized. However, for some combinations of 
particle size, heat-up rates, and oxygen partial pressures, 
experimental results have been observed that are consistent 
with heterogeneous ignition. Howard and Essenhigh [12, 13] 
found experimentally that coal particles below a somewhat ill-
defined size could ignite on the surface. A complete discussion 
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of the evidence and theories supporting homogeneous and 
heterogeneous ignition has been presented by Essenhigh [14]. 

A completely adequate model for the rate of heat 
generation during the heterogeneous ignition and combustion 
of carbonaceous solids has yet to be derived. The 
methodology of this paper is capable of using any functional 
form for the heat generation model. For purposes of 
illustration, an approximate model which is consistent with 
much of the available data on particle burning times (see 
Essenhigh [14]), is one in which the heat generation rate is 
limited by both the chemical kinetics at the particle surface 
and the rate of diffusion of oxygen to the particle surface. 
Assuming the heterogeneous reaction is first order, the heat 
generation rate is given by [9] 

NK „ 

H=Ph E i p f e n (2) 
*=1 Kdk + A s 

where P is the partial pressure of oxygen, h is the energy 
released per unit mass of fuel consumed, NK is the number of 
particle size classes, and Svk is the surface area of particles in 
the kX\\ size class per unit volume. The quantity Svk can be 
related to the bulk density ppk and the diameter dpk of par
ticles in the kth size class by 

S„k = (>ppk/{dpkpc) (3) 

where pc is the density of coal. The quantities Kdk and Ks are 
the oxygen diffusion rate and surface reaction rate coef
ficients, respectively, and are given by [9] 

_ 48D0T
0-75 

K d k = ^ V ^ k ( 4 ) 

and 

Ks = Zexp(-E/RT) (5) 

where T is the temperature of the medium (the solid and gas 
phases are assumed to be in thermal equilibrium), D„ is the 
diffusivity of oxygen in air at a temperature T0, R is the 
universal gas constant, Z is the pre-exponential factor 
(assumed independent of temperature), and E is the activation 
energy. The expression for the diffusional rate coefficient Kdk 

assumes that oxygen is conserved in the particle boundary 
layer, i.e., consumption of oxygen occurs either at the particle 
surface or relatively far from it. 

It should be emphasized that more sophisticated models, 
such as those formulated by Libby and Blake [4-6] or by 
Matalon [15] are readily incorporated into the present for
mulation. Nonetheless, it is of interest to note that Libby and 
Blake [4] have demonstrated that under a wide range of 
conditions, the particle consumption is diffusion limited, and 
that the rate of consumption with either frozen or equilibrium 
chemistry in the gas phase is not appreciably different. Hence, 
the use of the foregoing, more simplistic model appears 
justified within the context of this work. 

2.3 The Radiant Emission Term. The radiative energy loss 
term, Qr (r) in equation (1) represents the net radiant emission 
at point r per unit volume of the suspension and may be 
written 

Q,(r)=4ffa(r)3T«(r)-a ( I(r)[ 7(r,Q)dn (6) 
J Air 

where aa is the absorption coefficient, a is the Stefan-
Boltzmann constant, and 7(r,fl) is the radiation intensity 
integrated over all frequencies. The gaseous species have been 
assumed transparent to radiation, and the particles are taken 
as gray bodies in local thermo-dynamic equilibrium. 

2.4 The Radiative Transfer Equation. Substitution for the 
heat generation term (from equation (2)) and the net radiant 

Journal of Heat Transfer 

emission term (from equation (6)) into the energy balance of 
equation (1) yields 

4afl(r)6-7*(r) = *„(/)[ /(r,0)dQ 

NK „ 

+ PhY — (7) 
£i {Kdkmr)]}' + {Ks[T(m-x 

Given the composition, the material properties, and the 
absorption coefficient of the reacting mixture, equation (7) 
involves two unknown functions, the radiation intensity 
7(r,Q) and the temperature T(r). An additional equation 
relating these unknowns is the steady-state equation of 
transfer, 

[it- V +ffc(r)]/(r,Q)= ~ [ / ( r . O X n ' - i Q - c K ) ' 
4TT J 4x 

+ oa(r) — (8) 
•K 

where <re(r) and os(r) are the extinction and scattering coef
ficients, respectively, and p ( 0 ' — fl) is the scattering phase 
function. 

The extinction and scattering coefficients are computed 
from ae = l/4k Fek S„k and as = l/4k Fsk Svk, respectively, 
where Fek is the extinction efficiency, and Fsk is the scattering 
efficiency for particles in the kth size class. The extinction and 
scattering efficiencies are calculated from Mie theory given 
the particle size parameter a (=irdp/\, where X is the 
radiation wavelength) and the complex refractive index of the 
particles, m. The wavelength at which the maximum radiation 
intensity occurs at combustion temperatures is roughly 2 /xm, 
and the typical diameter of pulverized coal particles is bet
ween 10 /xm and 100/xm. The particle size parameter, a, thus 
falls in the range of 10 to 150. In this range, the extinction and 
scattering efficiencies are weak functions of the size 
parameter, and diffracted radiation is concentrated within a 
narrow angle about the incident direction. Treatment of the 
diffracted radiation as purely forward scattering allows this 
effect to be neglected entirely by subtracting its contribution 
from the extinction and scattering efficiencies. The scattering 
phase function is thus determined entirely by the reflected 
component of the scattered radiation and may be written for 
opaque and diffusely reflecting particles as [13] 

PULVERIZED 
COAL 

Fig. 1 Coordinate system for the description of radiative transfer in a 
particle suspension 
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p(9) = — (sin9-6cos9) 
57T 

(9) 

where 9 is the scattering angle (cosG= £}•$}')• If. on the other 
hand, scattering is assumed to be isotropic, the phase function 
is independent of the scattering angle and equals 1 for all 
values of 9 . 

The complex refractive index of carbonaceous solids, 
particularly coals, is still uncertain. Field, et al. [9] cite a 
number of studies that indicate that the refractive index of 
pyrolytic graphite, soot, and coal in the wavelength region 
between 1 to 5 microns, has a real part of from 1.5 to 3 and a 
complex part of from 0.1 to 1.0. Since there is additional 
uncertainty as to how these quantities vary with carbon 
composition and flame temperature, values representative of 
this range have been used in the current investigation. 
Recently, an exhaustive study of carbon refractive index has 
been undertaken by Janzen [16]. His recommended value 
between 350 and 1,000 nm is m = 2.0-i, close to that used in 
this study. 

2.5 Simplification of the Model in Plane Geometry. For 
simplicity, we consider a monodisperse coal dust suspension 
(i.e., NK=\) of thickness x, which is homogeneous and 
surrounded by infinite, parallel, flat walls as shown in Fig. 1. 
The stationary energy balance, equation (7), becomes 

Aa^bT^ix) =2-woa\ I(x, n)d)x 

PhS„ 

iKAT(x)]}[ + {Ks[T(xm~[ 

The equation of transfer, equation (8), becomes 

dl(x,ix) a, ("' 
H—^— + aeI(x,ii)=~ J f I(x,n')p(n'-ii)dij.' 

(10) 

dx 

+ a„ 
tT*(x) 

(11) 

where fi is the cosine of the polar angle, 6 (see Fig. 1), and 
where the equation has been averaged over the azimuthal 
angle, c6. The azimuthally averaged phase function is given by 

P(IX'-1L)=±-\* d<t>p(Q) (12) 

where the angle 9 is related to the directions (/*',(/>') and (/LI,</>) 
by 

cos9 = Wu'+(l-/*2)' / i(l-M'2)' / lcos((/>-</>') (B) 

2.6 Boundary Conditions. The simultaneous solution of 
the equation of transfer, equation (11), and the energy 
balance, equation (10), requires boundary conditions for the 
radiation intensity. If the walls are assumed to be diffusely 
reflecting and gray, the intensity incident on the medium at 
the boundaries can be expressed as 

/ ( 0 , P ) = 
6IV1 S ^ I V l 

-2p„i 
Jo 

tx'I(0,n')dn', for /x>0 (14a) 

/ ( * , , / * ) = — — — + 2 p w 2 \ n'I(x,,n')dn', for n<0 (146) 
TV JO 

where Twl, pw{, and elvl are, respectively, the temperature, the 
reflectivity, and the emissivity of the wall at x = 0; and Tw2, 
pw2, and e,v2 are the corresponding quantities for the wall at 
x = x,. 

2.7 Dimensionless Form of the Equations. To reduce the 
number of parameters affecting the simultaneous solutions of 
equations (10) and (11) subject to boundary conditions (14a) 
and (146), the equations are cast in dimensionless form. 

Division of each term in the energy balance by 4oab{E/Ry 
yields 

where 

-J3exp [1/T(X)] 

T(X) = 

I(X,n) = 

T(x) 

(E/R) 

b(E/R)A 

Ph C 

C= 

b(E/RY Fa 

B = C/Z 

4SDo(E/R)0JS 

RTl
n
15dn 

(16a) 

(166) 

(16c) 

(16d) 

(16e) 

and where Fa=Fe-Fs is the absorption efficiency. 
Representative values of the activation energy (146 kj 
mol - 1 ) , the pre-exponential factor (0.594 kg N ~ ' s _ 1 ) , and 
the oxygen diffusivity (3.49 cm2 s~' at 1600 K) were obtained 
from Field et al. [9]. The remaining constants needed to 
compute parameters A and B were chosen so that a 
monodisperse suspension of 50-mm dia particles with a bulk 
density, pp of 10"4 g cm~3 and a particle density pc of 1.5 g 
cm~3 generates heat at a rate 1 W c m - 3 at a temperature of 
1750 K. The heat generation rate of 1W cm~3 is typical of the 
thermal loading in the primary heat release zones of 
pulverized fuel boilers (see Richter and Heap [17] and Field et 
al. [9]). The complex refractive index of the particles, m, was 
assumed to be 1.93(1 -r'0.53), and the radiation wavelength X 
was taken as 2 ^m. With these values for the various con
stants, the dimensionless parameters A and B become 2.014 
x 1 0 4 and 1.805 x 10 ~ \ respectively. 

The equation of transfer is nondimensionalized by division 
of each term in the equation by ae a(E/R)4 to obtain 

V--
a/(U) 

a? 
co f1 -

+ /(£./*)= y ] _ , I(Z,tL')p(ii'-ii)dn' 

T4tt) 
+ ( l - a , ) - (17) 

where d£ = <jedx is the differential optical thickness, and 
co = as/ae is the single scatter albedo. 

Finally, the boundary conditions are cast in dimensionless 
form by division of each term in equations (14a) and (146) by 
a(E/R)4 to obtain 

/(0,/*)= ^ ^ +2Pw{\ ii'KOyW.nXi (18a) 
7T JO 

/ « ,,fi)=
 wl "2 +2pw2\ n'I(Z,,iJ.')dii',iJ.<0 

7T JO 
(186) 

where TW1 and TW2 are dimensionless wall temperatures, and £, 
is the optical thickness of the suspension (i.e., 
$, = oex, = V*FeS„xt). 

2.8 Discussion of the Model. Substitution for r (?) (from 
equation (15)) into equation (17) yields 

9? 

where 

2 J - i 

• I 

+ ̂ J ^fciiW+HlTtt)] (19) 

290 /Vol. 105, MAY 1983 Transactions of the ASME 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



H[rm=A1—^[T^)-015+Bexp[\/T(^ ' (20) 

The dimensionless temperature, T (£), is related to the 
dimensionless intensity, /(£,/*), by equation (15), and the term 
H[T(S;)] appearing in equation (19) is, in principle, expressible 
as H[ /(£,/*)]• Hence, equation (19) becomes 

+ l~r\-i ^'w+HCm,ri) (2i) 
in which H[I(%,ti)] is a highly nonlinear functional of /. 
Equation (21) is a nonlinear, first-order, integro-differential 
equation. Unfortunately, the explicit dependence of # o n the 
radiation intensity cannot be determined because of the 
transcendental relation between the temperature and the 
intensity in equation (15). Consequently, it is impossible to 
isolate analytically a critical parameter (such as Frank-
Kamenetskii's 5-parameter) from equation (21). 

However, the energy balance and the equation of transfer 
can be solved simultaneously by an iterative procedure. Since 
no analytical solution is known for the equation of transfer in 
a finite medium when scattering is present, the existence of a 
critical condition must be determined by numerical 
techniques. 

The numerical method used in this investigation is 
described in detail in references [18] and [19], and only a brief 
outline is given here. An initial temperature profile 7^0) {x) is 
guessed (e.g. T(x) = constant), and the equation of transfer, 
equation (11), is solved for 7(0) by using the method of discrete 
ordinates [20]. The energy balance of equation (15) is then 
solved to obtain a revised temperature profile ^ ' ' (x ) . This 
successive solution of the radiative transfer and energy 
balance equations is continued until / and ^converge (i.e., the 
change between iterations is less than some small prescribed 
amount). Equivalently, one may iterate between equations 
(20) and (21) to obtain the simultaneous solution of / and H. 

It should be noted that the simultaneous solution of 
equations (15) and (17) subject to the conditions (18a) and 
(186) depends only on the dimensionless parameters, A and B, 
the single scatter albedo, to, the scattering function,/?, and the 
boundary conditions (i.e., the quantities elv, p„, TW, and £,). 
Of these dimensionless parameters, only the optical thickness 
of the suspension, £,, depends on the particle bulk density, pp, 
the density of coal, pc, and the system size, x,. Therefore, for 
a given optical thickness of the system, the computed tem
perature and intensity distributions are independent of the 
particular choices of pp, pc, and x,. 

It is found in this study that a steady-state temperature 
profile is always obtained from equations (20) and (21) for 
P„<1 (i.e., the system walls are not perfectly reflecting so 
that heat loss is possible). Ignition occurs when a small 
variation of the problem parameters causes a discontinuous 
increase (bifurcation) in the steady-state intensity and tem
perature distributions. The values of the parameters at which 
this discontinuous change in the steady-state solution occurs 
are termed the critical values. This behavior differs from 
Frank-Kamenetskii's thermal conduction analysis which 
found, under the assumption (T(r)-T„) < <TW, that no 
steady-state temperature profile existed if his 6-parameter is 
greater than a critical value [4]. However, a recent study [14] 
has shown that elimination of the assumption (T(r) -
Tw) < <T„ yields steady-state solutions for all values of 5, 
but that at the critical value a bifurcation in the solution 
occurs. This same behavior is observed for the present 
radiation problem. 

POSITION (m) 
Fig. 2 Effect of particle size, the single scatter albedo, and the type of 
scattering on the computed temperature distribution in a 1-m thick-
suspension bounded by wails at 1600 K with reflectivity of 0.2: (a) no 
scattering; (b) isotropic scattering, a = 0.269, m = 1.93(1 - iO.53); (c) 
same as (b) but with anisotropic scattering; (d) isotropic scattering, 
w = 0.514, m = 3(1- i ) ; (e) isotropic scattering, w = 0.271, m = 1.93 
(1 - i0.53). 

3 Numerical Results 

A computer program [18] has been written to compute the 
radiation intensity and temperature distributions in a 
pulverized coal suspension and to test the effects of the 
problem parameters on these results. Numerical studies were 
also performed to determine the existence of critical ignition 
values of the various parameters. While these numerical 
studies are restricted to the simplified, but not unrealistic, 
model described in section 2, it is felt that the trends and 
variations described here are valid for more complex systems. 
It is only from such idealized studies that insight is gained into 
the combustion process and the complex nonlinear 
relationship among the system parameters. 

While a high-order, discrete ordinates method has been 
used in the current study to solve the equation of transfer 
numerically, the differential approximation, flux methods, or 
a low-order discrete ordinates method could also be used. The 
accuracy or these more approximate methods to the present 
problem is presented in reference [19]. 

The convergence of the computed temperature and intensity 
distributions with respect to the number of spatial mesh 
points and the number of discrete ordinates was verified. The 
solutions were found to converge to within 1 percent of a 
benchmark problem (computed with very fine spatial and 
angular grids) if only ten mesh points per unit optical 
thickness and eight angular quadrature ordinates are used. 
The stopping criterion used in the iterative solution was that 
the temperature and intensity change by less than 0.1 percent 
between successive iterations. The independence of the 
solution of the initial source distributors guess was also 
verified, and the converged solutions were found to satisfy an 
energy balance in which the total heat generated by the 
medium per unit time equals the radiant leakage rate at the 
system boundaries. Finally, the temperature distribution was 
computed for a simple test case in which scattering is 
neglected (a s=0), the rate of heat generation is constant 
(#=0.8368 W cm~3), and the walls are cold and 
nonreflecting. The result was compared with the no-scattering 
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Fig. 3 Variation of the maximum temperature with the optical 
thickness of a medium bounded by nonreflecting walls for different 
values of the wall temperature. Medium scatters isotropically with 
co = 0.269. 
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Fig. 4 The critical optical thickness as a function of wall temperature 
for different values of the wall reflectivity. Isotropic scattering is 
assumed with u = 0.269. 

solution of Usiskin and Sparrow [21] (presented in Field et al. 
[9]) and the maximum difference in temperature was found to 
be less than 0.6 percent. 

3.1 Effect of Particle Size and Albedo. The variation of 
the computed temperature distribution in a 1-m thick 
suspension with the single scatter albedo, the type of scat
tering, and the particle size is illustrated in Fig. 2. The scat
tering albedo to is varied by choosing different values of the 
complex refractive index for the particles. It may be seen from 
Fig. 2 that an increase of the albedo (at constant particle 
diameter) causes an increase of the computed temperature at 
every point in the suspension, as well as a slight increase in the 
curvature of the temperature profile. The effect of the 
anisotropy of scatter is also an increase of the temperature 
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Fig. 5 Variation of the maximum particle temperature with the optical 
thickness of an isotropically scattering (to = 0.269) medium bounded by 
cold walls for different values of the wall reflectivity 

throughout the medium. This temperature increase is ex
plained by the predominance of backward scattering (for the 
anisotropic case), which decreases the radiant energy leakage 
at the system boundaries. Finally, the effect of halving the 
particle diameter is seen to be a significant rise of the com
puted temperature profile. Since the comparison for the two 
different particle sizes is based on equal particle surfaces areas 
per unit volume and equal refractive indices, the difference in 
temperature is attributed to the increase in the diffusional rate 
coefficient for the smaller particles. 

3.2 Effect of Optical Thickness. The effect of the system 
thickness, x,, and the particle concentration, pp on the 
computed temperatures is examined by varying the optical 
thickness, £,, of the medium. Rather than comparing the 
temperature distributions for a number of optical thicknesses, 
the maximum temperature of the suspension (i.e., the tem
perature at £ = £,/2) is illustrated in Fig. 3 as a function of the 
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optical thickness with the wall temperature as a parameter 
(for nonreflecting walls). Curve (a) of Fig. 3 represents the 
observed variation for cold walls, and the wall temperature is 
increased progressively in curves (b-d). For the case of cold 
walls, the maximum particle temperature is seen to be zero for 
values of the system optical thickness below a critical value 
£cr. As the system size passes through the critical value, the 
suspension ignites as the maximum temperature changes 
discontinuously to a large positive value. For system optical 
thicknesses smaller than £[T, nonzero temperature and in
tensity distributions yield radiant heat losses by leakage 
through the walls that exceed the energy which is generated by 
chemical reaction. 

An increase of the wall temperature to 1000 K (curve (b)) 
yields temperatures equal to the wall temperature for system 
optical thicknesses below a critical value (which is smaller 
than that observed with cold walls). Further increases of wall 
temperature cause both the critical thickness and the tem
perature discontinuity at the critical thickness to decrease. At 
a wall temperature of 1600 K, the bifurcation of the maximum 

2.0 

0.2 0.4 0.6 0.8 1.0 

WALL REFLECTIVITY 
Fig. 6 The critical optical thickness as a function of wall reflectivity 
for different values of the wall temperature. The medium is assumed to 
scatter isotropically with u = 0.269. 

temperature is not observed, and the suspension is seen to 
ignite regardless of its optical thickness. 

The decrease in critical optical thickness with increasing 
wall temperature is illustrated in Fig. 4 for different values of 
the wall reflectivity. This decrease in £cr may be explained by 
the fact that emission from the walls is a source of radiation to 
the reacting suspension. This incident radiation compensates 
partially for radiation leakage from the system, and allows 
optically thinner systems to ignite. 

3.3 Effect of Wall Reflectivity. The effect of varying the 
wall reflectivity is illustrated in Fig. 5 for the case of cold 
walls. The increase of wall reflectivity is seen to have two 
effects: it raises the maximum temperature significantly for a 
given optical thickness and also decreases the critical optical 
thickness. The variation of the critical optical thickness with 
wall reflectivity is shown in Fig. 6 for several values of wall 
temperature. The decrease in £„ for increasing wall reflec
tivity is caused by the decreased fraction of radiation incident 
on the walls that is lost by leakage, thereby allowing optically 
thinner systems to ignite. 

3.4 Sensitivity to the Heat Generation Model. The effects 
of a variation in the activation energy and the amount of 
energy released for the heat generation model of equation (20) 
on the criticality of the system are shown in Fig. 7. A small 
variation of the activation energy is seen to yield a con
siderable change in the critical optical thickness, with £„. 
decreasing for a smaller activation energy. However, for 
optical thicknesses greater than the critical values, the effect 
of the different activation energies on the maximum tem
perature is seen to be minimal due to the predominance of the 
diffusional control mechanism at high temperatures. On the 
other hand, an increase in the heat generation rate by a factor 
of three is seen to cause both a decrease in £cr and a significant 
increase of the maximum temperature at any given optical 
thickness. 

4 Summary 

A coal dust suspension which generates heat by 
heterogeneous combustion arid dissipates heat by radiation 
was found to ignite only if its optical thickness exceeds a 
critical value. This critical optical thickness was found to vary 
with the temperature and reflectivity of the walls bordering 
the suspension, and with the parameters of the heat 
generation model. The combination of an iterative procedure 
with a discrete ordinates approximation to the radiative 
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transfer equation allowed accurate evaluation of the tem
perature and radiation intensity throughout the reacting 
system. 

It is apparent that many generalizations can be made to the 
simple ignition model considered here. Gas phase reactions, 
polydisperse particle size distributions, and conductive heat 
transfer can be incorporated into the present methodology 
without significant changes in the numerical solution 
algorithm. Allowance for different temperature distributions 
in the solid and gas phases can be accommodated by solving a 
separate energy balance for each phase and by adding an 
additional emission source term to the radiative transfer 
equation. Calculation of gaseous (banded) radiation and 
radiation from nongray particles may be performed by 
solving the radiative transfer equation.for many frequency 
bands. Many of these refinements to the present study have 
been formulated and discussed [19], but numerical results 
have not yet been obtained. 

Whether or not such refinements are necessary will depend 
on future comparisons of model predictions with ex
perimental results. The simplified model presented in this 
paper for the ignition in particle suspensions dominated by 
radiative transfer is seen to exhibit many features one would 
intuitively expect. For instance, the existence of an ignition 
temperature for a specified particle mass loading and system 
size is predicted. Additionally, a minimum explosive con
centration may be inferred from this model. Given the un
certainty in much of the input data, the real value of such 
studies is that the sensitivity of the ignition process to the 
model parameters can be determined. 
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Transient Nonsimilarity Nonlinear 
Heat Diffusion Solutions 
An approximate analytical method for treating parabolic type nonlinear heat 
diffusion equations is descibed in this study. The method involves transformation 
of the partial differential equations along with their initial and boundary conditions 
in terms of several pseudo-similarity variables followed by numerical solution of a 
system of quasi-ordinary differential equations. One obvious advantage of the 
approach is that the solution at a particular time can be found independently of the 
previous history of the temperature field. The simplicity and directness of the 
method are illustrated by solving the problem of combined conduction and thermal 
radiation in a large, heat-generating, particulate bed in contact with a solid. 
Comparison of the present analytical results is made with available finite difference 
solutions and found to be good. 

1 Introduction 
Most nonlinear heat diffusion problems of practical im

portance do not admit similarity solutions nor other forms of 
exact solution. Numerical or approximate techniques 
available at present for treating such problems often require 
computation of the complete time history of the temperature 
field. In some engineering applications, the heat diffusion 
solutions are obtained so as to provide necessary input initial 
conditions for other on-going processes and, thererefore, are 
needed only at certain specific times. A simple approximate 
method that enables us to determine the temperature field at 
any given instant without having to solve simultaneously for 
the temperature behavior at previous times is highly desired to 
facilitate the task of solution. 

In the studies of fast reactor safety, for example, it is 
necessary to demonstrate the coolability of a large mass of 
heat-generating core debris following the dryout of sodium. 
One important concern is whether melting of the surrounding 
structure will occur before the core debris reaches the melting 
temperature of fuel. To address this issue, the processes of 
combined conduction and thermal radiation in the dry par
ticulate bed and transient heat conduction in the structure in 
contact with the bed must be investigated. The primary ob
jective is to determine the temperature distribution at the time 
of incipient melting of the debris bed-structure system. This 
information may then be employed to evaluate the mode of 
penetration and to initiate calculation of the rate of attack of 
the core debris on the structural materials [1,2]. 

Many heat diffusion problems such as the one mentioned 
above can be described by a system of partial differential 
equations of the parabolic type. This sytem is mathematically 
similar to the familiar system of boundry layer equations [3]. 
It follows that with proper modifications, the approximate 
techniques for treating boundary layer problems may be 
applicable to the solution of the heat diffusion equations. 

Among the various approaches in boundary layer studies, 
the method of local similarity appears to be the one most 
widely employed. One salient feature of this method is that 
the solution at any axial location can be found without having 
to perform calculations at upstream locations.1 By suitable 
transformation of the boundary layer equations and deletion 

This feature fits in nicely with our requirements. If the axial spatial variable 
is regarded as the time variable in the heat diffusion equations, the temperature 
profile at any instant may be determined independently of the previous history 
of the temperature field. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division, Sep
tember 21, 1982. 

of the nonsimilar axial derivatives, a system of quasi-ordinary 
differential equations is obtained which may be readily solved 
by standard techniques. However, this approach cannot be 
justified convincingly because there is no positive way to 
estimate the effect of the nonsimilar terms on the final results. 
Hence the local similarity solutions are of uncertain accuracy. 
To correct this serious drawback, Sparrow and co-workers [4, 
5] have developed the local nonsimilarity method, which 
retains all of the nonsimilar terms in the conservation 
equations. By neglecting only the higher order terms in the 
equations subsidiary to the conservation equations according 
to a carefully selected closure condition [6-8], a system of 
quasi-ordinary differential equations is obtained.2 In so 
doing, the most attractive feature of the local similarity 
approach, i.e., the feature of streamwise-independent 
solutions, is preserved. The local nonsimilarity method has 
since been employed successfully by a number of researchers 
in a variety of thermal boundary layer analyses [9-14]. The 
numerical solution procedure is well established [13]. 

In this paper, a method for deriving transient nonsimilarity 
heat diffusion solutions is developed based on the concept of 
local nonsimilarity. The method is applied to the problem of 
nonlinear heat diffusion in a dry, heat-generating, core debris 
bed on top of a solid. Instantaneous temperature profiles of 
the bed and the solid are obtained independently of the 
previous temperature transients. Effects of several parameters 
controlling the temprature structure at the time of incipient 
melting of the system are described. The validity of the 
present analysis is tested internally and confirmed by com
parison with available finite difference results. Finally, im
portant differences in the scheme of numerical solution 
between the heat-diffusion transient nonsimilarity method 
and the boundary-layer local nonsimilarity approach are 
outlined and discussed. 

2 The Physical Problem 
We are concerned here with the situation in which a large 

mass of heat-generating core debris resulting from a 
hypothetical core-disruptive accident is on top of a solid 
structure. This structure could be the reactor cavity or a core-
retention device. The depth of the debris bed is assumed to be 
much larger than the average diameter of the debris particles, 
and the solid structure is assumed to be very thick so that both 
regions may be treated as semi-infinite bodies. Initially, both 
the bed and the solid are considered to be at the same tem-

Depending on the degrees of approximation, the local nonsimilarity system 
can be much larger in size than the local similarity system. 
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perature corresponding to the boiling point of sodium. As 
time proceeds, the temperature of the bed rises due to decay 
heating of the fuel particles whereas the temperature of the 
solid also rises due to heating by the bed. To describe the 
likely course of the accident, a criterion is needed to determine 
under what conditions the interface temperature would reach 
the melting point of the solid before the debris bed reaches the 
melting temperature of the fuel. 

The central task is to obtain the temperature distribution of 
the debris bed-solid system at the time of incipient melting. 
Once this is known, the criterion can be established; and there 
is no need to determine the complete time history of the 
temperature field. The choice of this practically important 
problem to illustrate the transient nonsimilarity solution 
method is obvious. Another reason for selecting this problem 
is that finite difference numerical solutions for the same 
problem, needed to justify the present analytical approach, 
have already been obtained in [15]. Here, much wider ranges 
of the controlling parameters are explored so that the present 
solutions are more broadly applicable than those of [15]. 

To formulate the problem, the process of combined con
duction and thermal radiation in the core debris bed is 
modeled by treating the bed as a continuum with its bulk 
properties related to the average bed voidage [16, 17]. The 
fuel particles are assumed to be uniformly distributed in the 
bed and the heat transfer area between the bed and the solid is 
assumed to be sufficiently large such that the heat transfer 
process is virtually one-dimensional. If the bed voidage, to, is 
assumed to be constant, then the solid temperature, Ts, and 
the bed temperature, T„,, are governed respectively by [15] 

37; 
dt dx2 ,*<o (i) 

dT„, 

[['•*(£)']£}•*«•« dt '" dx 

with initial and boundary conditions 

T,„(0,x) = Ts(0,x) = To, (3a) 

Tm(t,0) = Ts(t,0) = Ti(t), (3b) 

'-['•£(£n(^L.-*•(£)-•<" 
Tm(t,<*) = T0+St, T,(t, - oo )=7 - 0 , (3d) 

decay heat generation rate, and N the modified conduction-
radiation coupling parameter. The latter is defined by 

N=Akm/3faT0
iDp (4) 

where a is the Stefan-Boltzman constant, Dp the average 
particle diameter, a n d / is a function of the emissivity of the 
particles and the average bed voidage [18, 19]. Obviously, the 
parameter N, which depends not only on the properties of the 
materials of the system but also on the composition and 
voidage of the bed, must be determined by considering each 
particular accident situation. To minimize the number of 
independent parameters of the system, we shall assume all 
transport properties to be constant, including the value of TV. 

3 Transient Nonsimilarity Solution Method 

In the limit of S = 0, equation (2) may admit similarity 
solutions, a fact which was first recognized by Yang ]20], The 
present problem, however, becomes trivial in this special case. 
With S = 0, there is no heating of the system and both T,„ and 
Ts will remain unchanged. For the case in which S is a 
positive, nonzero quantity, similarity ceases to exist. To seek 
solutions by the method of transient nonsimilarity, the 
dependent variables, Tm and Ts, are transformed so as to 
yield simple, time-invariant boundary conditions. Meanwhile, 
the independent variables, / and x, are replaced by two 
pseudo-similarity variables, £ and TJ, respectively, where £ is a 
function only of t and ?j a function of both t and x. The 
purpose of introducing r/ is to weaken the dependence of the 
solution on £ in the same way that a true similarity variable 
would eliminate the t dependence altogether. This objective is 
fulfilled by invoking the following transformation 

S = St/T0, v=x/2(amt)1 

T,„/T0 = l + Zem, Ts/T0 = l + ^ds, 

' \ (5a) 

T,/T0 = l + SOl (5b) 

With the above expressions, the initial conditions given by 
equation (3a) are satisfied automatically. The boundary 
conditions at infinities, i.e., equation (3c0 now yield constant 
values of 6,„ and ds. In dimensionless form, the governing 
system becomes 

1 as 

2 4a„ 
0s",v^0 (6) 

<?»; + i<t>m ~ Z ^'" 
£ 

= i + ^a+£0m) 20, ; , 2 

where x is the spatial coordinate measured upward from the 
debris bed-solid interface, Tt the unknown interface tem
perature to be determined in the course of analysis, S the 

Nomenclature 

1+3^0+ f ^ ) 3 ] ^ 

with boundary conditions 

!?>0 (7) 

hi 

km ~ 

K = 
N = 

S 
t 

T, 
T,„ 

average particle size 
unkonwn functions; / = 1,2, 
3, 4 defined in equation (25), i 
= 5 defined in equation (32) 
unknown functions; /' = 1, 2 
defined in equation (26), / = 3 
defined in equation (33) 
thermal conductivity of debris 
bed medium 
thermal conductivity of solid 
modified conduction-radia
tion coupling parameter, 
equation (4) 
decay heat generation rate 
physical time 
interface temperature 
bed temperature 

' mp 

T 
1 o 

T 

0 = 

melting temperature 
initial temperature 
solid temperature 
spatial coordinate measured 
upward from the solid surface 
Stefan-Boltzmann constant 
thermal diffusivity of debris 
bed medium 
thermal diffusivity of solid 
d imens ionless in te r face 
temperature, equation (5b) 
dimensionless bed tem
perature, equation (5b) 
dimensionless solid tem
perature, equation (5b) 
^-derivative of 6, second-level 
equations 

\p = ^-derivative of 4>, third-level 
equations 

1} = pseudo-similarity variable, 
equation (5a) 

£ = dimensionless time, equation 
(5a) 

£c = critical value of £ at the time 
of incipient melting 

o> = average bed voidage 

Subscripts 

/ = interface 
m = debris bed medium 
o = initial condition 
s = solid 
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v=o: em=es=e„ [1 + 3~ (i + m3] e;„ =~o's, m 

77-00: 0,„ = 1 ; » , - - O O : 0 S = O (86) 

where the primes denote the partial derivatives with respect to 
•q and <f>„, = d0,„/d£, </>s = d0s/d£, In £ and i\ coordinates, the 
dimensionless temperatures are bounded at all times, i.e., 0 < 
0S < 0, < 0 ,„ < 1. Hence, it is reasonable to assume that both 
0S and 6m depend principally on rj but are weak functions of £. 

Equations (6) to (8) may be reduced to a system of ordinary 
differential equations if all the terms involving £ are 
neglected. This, however, is justifiable only for £ values that 
are very close to zero. Clearly, retention of the £-terms in the 
conservation equations is required when £ is not small. In this 
case the task of computation may still be simplified if we 
deleted terms involving the partial derivatives of £, i.e., the 4>s 

and <f>m terms. By treating £ as a parameter rather than an 
independent variable, the resulting equations may be solved as 
if they were ordinary differential equations. This so-called 
first level of truncation3 leads to the transient similarity 
solutions. The weakness of this approach is that we do not 
know the effect of the neglected <j>s and <j>m terms. 

In the transient nonsimilarity approach, all of the terms in 
the transformed conservation equations are retained, with <j>s 

and 4>m being regarded as new dependent variables. The in
troduction of these two unknowns, however, calls for ad
ditional conditions to close the governing system. These are 
deduced by differentiating the conservation equations, (6) and 
(7), and the boundary conditions, (8a) and (86), with respect 
to £. In so doing, a set of subsidiary equations, to be referred 
to as the second-level equations, are obtained along with their 
boundary conditions. The subsidiary equations contain terms 
involving the time derivatives of <j>s and </>,„. These terms are 
dropped in the second level of truncation, leading to a system 
of quasi-ordinary differential equations for 6S, 8m, <j>s, and 
0,„. This procedure, which is basically the same as the one 
described in [5], may be employed to formulate the higher 
levels of truncation. 

4 Similarity Solution—Small Time Behavior 

For £ — 0, the terms involving £ in equations (6) to (8) may 
be neglected. This results in a system of similarity equations, 
governing the temperature behavior at sufficiently small times 

4 am r 1 1 
J'" = "fP'"21''J' V-° (9) 

( ' •*)" '[• , = 4 1 + 

,, = 0: 6m = 6s = 6i, ( l + — ) 0 ' _ k* a>. 1 '" s " V 3N/ m- i— t>s> 

rj>0 (10) 

(Hf l ) 

TJ-OO: 0m = l ; i j - - o o , 0 , = O (116) 

A closed-form solution to the above equations exists. This is 

6s=4 6ii
2erfc(-r)y/al„/as), i?<0 (12) 

em = 1 -4(1-0,-) /2erfc(ri/Vl + 4/3N), »>>0 (13) 

0 / = ( l + 7 ) - 1 , w h e r e 7 = ^ ( - ^ ) 1 / 2 ( l 
k„, \ a, / \ + 3^) 

For £ •-> 0, the dimensionless interface temperature is com
pletely determined by a single parameter, i.e., the parameter 
X. Equation (14) gives an exact expression for the initial value 
of0,-. 

5 Transient Similarity Solution—First Level of 
Trucation 

If 0S and d.„ are truely weak functions of £, then the terms 
^4>s a r ,d Z4>m in equations (6) to (8) may be neglected, 
regardless of the values of £. This leads to the following 
system of transient similarity equations 

(15) 
4a,„ T 1 1 

es" = ^L[es--veq, r,<o 

K =4[i + ^ ( i + £ 0,„)3] [e,„ -l-ve;„-i 

- ^ { ( i + {0m)2e»2], ^ o 
i; = 0: ds = 6„,=ei 

[i+&w<r]°~=rm
e' 

ij-oo: 0,„ = 1; JJ oo, 6S=0 
In terms of the unknown interface temperature 0,, a closed 
form solution may be obtained for 0S, which has the same 
expression as the one given by equation (12). From this 
solution, we have 

4 / <x„ ^ 1/2 

(16) 

(17a) 

(176) 

s m\asJ 

conditions for 

0,„ = 0,.and0/„=A(£)(^) 

',- at?j = 0 

The boundary conditions for 0,„ at r\ = 0 become 

4 / k N / - \ 1/2 

(18) 

1 + W ( i + i , ' ) J (19) 

Treating £ as a constant parameter, equations (16) and (19) 
may now be integrated numerically as an initial value problem 
using the Runge-Kutta forward integration scheme. The 
correct value of 0, at a given £ may be obtained by requiring 
0m to approach unity as rj approaches infinity. In view of 
equations (16) and (19), it is obvious that the dimensionless 
interface temperature, dh is determined here by the two 
parameters l/Nand (ks/k,„) (am/as)

l/2. 

6 Transient Nonsimilarity Solutions—Second and 
Higher Levels of Truncation 

To obtain more accurate results, it is necessary to retain 
without approximation all terms in the conservation 
equations and their boundary conditions. In the second level 
of truncation, equations (6) to (8) are differentiated with 
respect to £ to create a set of second-level subsidary equations 
governing the dependent variables <j>s and </>,„. A closure 
condition is achieved by deleting the terms involving £-
derivatives of 4>s and <j>,„, i.e., the \j/s and \p,„ terms, from the 
resultant equations. This leads to the following governing 
system 

Since terms are deleted in the first-level conservation equations, the scheme 
is referred to as the first level of truncation. 

0 / = i ^ \e 1,0; + £<d,^<o (20) 
as L 2 J 

(14) 0 ™ = 4 / ! 1 [ 0 m - ( / ! 2 + ^ r ) ) 0 , ; - l + £0 ,„] , r,>0 (21) 

4>s" = — [2 < / > , - - r, 0 ; 1 , n < 0 (22) 
as L 2 J 

K = Ah, [(2 - h3 )</>„, - (lh2 + - , ) </.,;,- A4] , v a 0 (23) 

V = 0: Bm=Bs = Bt,4>m=<j)s = <i>i, 
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1 

k k 
S\ 8,'„ = r 1 &s< 8\ 0m +82 6,'„ = r 1 4>'s\ (24a) 

Km Km 

r,-oo; e,n = \,<t>m=Q; r,-~-co:es = <l>s=0; (24b) 

i.o 

where 

/!. = [i + 3™(i + ^ m ) 3 ] , h2 = ^m + ae,„y 

h, = ^ * ( 1 + £ t?„,) [2 £ 0„',2 + (1 + £ 0,„ ) f l * ] , (25) 

h, = ^[(1 + H <U(1 + 3 f 0„,) 0 ^ + (1 + £ 0m)2 ^ ^ ] ; 

g l = [ 1 + 3 ^ ( 1 + ? 0 / ) 3 ] ' ft = ^ 1 + *°')2W'+ **-•) <26> 

Inspection of the above system indicates that the 8S and 4>s 

equations are strongly coupled and are defined only in the 
negative i\ region, whereas the d,„ and <t>„, equations are 
strongly coupled and are defined in the positive TJ region. Thus 
the above system must be solved by matching of (6S, <j>s) and 
(0m> 0m) a t t n e interface, -q = 0. Obviously, the numerical 
scheme outlined in [13] for the boundary-layer local non-
similarity model in which all the boundary conditions at ?j = 0 
are known a priori cannot be applied directly to the present 
case. Here, an alternate solution scheme is employed in the 
numerical computation. To' begin with, the transient 
similarity solution obtained in the first level of truncation is 
used to provide values of 6S and 6m in equations (25) and (26). 
The ^-equations, (22) and (23), together with their boundary 
conditions, equations (24a) and (246), are integrated as or
dinary differential equations using the Runge-Kutta forward 
integration scheme. The results so obtained are employed to 
determine the values of <j>s and 4>m in equations (20) and (21). 
These equations, together with their boundary conditions, 
equations (24a) and (246), may then be itegrated as ordinary 
differential equations. With the new set of 6S and 6,„, im
proved solutions of 4>s and </>,„ can be obtained from 
equations (22) and (23). This procedure is repeated until 
satisfactory convergence is reached. Typically, four or five 
interations are found to be sufficient. Note that in the second 
level of truncation, the dimensionless interface temperature, 
dh is controlled by the values of three independent 
parameters, namely, \/N, ks/km, and cts/a,„. 

In the third level of trunation, all terms in the first-level 
conservation equations (i.e., the 0-equations) and the second-
level subsidiary equations (i.e., the </>-equations) are retained. 
A set of third-level subsidiary equations governing yps and 0,„ 
is generated by differentiating the second-level ^-equations 
and their boundary conditions with respect to £, with the 
terms involving d0s/3ij and d\pm/di; being neglected from the 
^-equations. The end result is 

»/ = — k - z i ? e ; + « * J , ijso (20) 
o^ L 2 J 

^ = 4 / ! , [ e m - ( / ! 2 + ~r,)e,;,-i + ^ m ] , r,>o (21) 

0/ = 
4 a „ 

I 2 4>s ~ z V 0 i + £ 0s r/<0 (27) 

4>;„=4/j1[(2-/!3)0m-(2/!2 + -7,) 0;,-/*4 + £0 m ] , v*o 

(28) 

0.6 

T r i i i 11 i i 1—i i i i i I I 

TRANSIENT SIMILARITY 
SOLUTION (FIRST LEVEL) 

/ 
/ 

TRANSIENT NON-SIMILARITY 
-SOLUTION 

(SECOND AND THIRD LEVEL) 

s 
-SIMILARITY SOLUTION 

(ZERO LEVEL) 

O.o I I I ' I I I I 

0.1 I 10 100 

( 
Fig. 1 Time variations of the dimensionless interface temperature 

3 0s - ^ V 0* J. V 

0; ,=4/!1[(3-/!3)0m-(2/ ;2+ -r,j M„-hs 

< 0 (29) 

, i/ i iO (30) 

Sl 6m = TT 0j> gl <t>'m +gl Q'm = r~ 0 j . 

g\ tm+Zgj 0m+#3 0s'l (31a) 

L 0 m =0m=O; , - - » : fl, = «, = ^=0(316) 

^ = lT fd + iK)2 (e„, + £ 4>m) K + « i + « em)2 0 ; 

where hlt h2, hit hA are given by equation (25), glt g2 by 
equation (26), and 

2 

+ 2(1 + t6m) (1 +3 ldm +2 ?<S>mWm 0m 

+V + kem)(\ + nem + e 4>m)K4>m 

+ ^+6^em + ^4>m)e;„24>m 

+ (i + tem) e,,,2 K + (2+3 $em) em e,;2), (32) 

ft = j y ( i + «ei)[2(f?1- + f * , ) 

+ (1 + H ) ( 2 0, + £0,)1 (33) 

Once again, the dimensionless interface temperature, 6h is 
controlled by l/N, ks/km, and c«j/a„,. The above system of 
coupled ordinary differential equations may be solved 
numerically in a manner similar to the one described before. 
To proceed, the transient nonsimilarity solution obtained in 
the second level of truncation is employed to determine the hj 
and g, values in equations (29) to (31). These equations are 
then integrated by the method of Runge-Kutta to get \j/s and 
\j/m. With these values of \j/s and i/-,„, equations (27) and (28) 
may be integrated with their appropriate boundary conditions 
to obtain a new set of <j>s and 4>,„. Finally, with the 0-solution, 
equation (20) and (21) may be integrated with their ap
propriate boundary conditions to determine the 6S and 6,„ 
functions. We may now start a new cycle of computation with 
the i/'-equations, i.e., equations (29-31). This procedure may 
be repeated until satisfactory convergence is reached. An 
obvious advantage of the present interation scheme is that, in 
each step, we only have to deal with two equations, i.e., the 
pair of equations at the same level of trunction. These two 
equations are coupled only through their boundary conditions 
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Fig. 2 Dimensionless temperature profiles at three different times: (a) 
{ = 1,(b){ = 3,(c)* = 10 

at r) = 0. This iteration scheme is found to be especially useful 
in obtaining the third level solution which otherwise requires 
excessive computer time. 

It should be pointed out that, although all the 6, 4>, and \p 
functions are determined in the third level of truncation, only 
6S and 6„, are of physical significance in the model. The values 
of 8S and 9,„ are expected to be reasonably accurate since 
truncation of the system of equations is now twice removed 
from the original ^-equations. As will be demonstrated in the 
next section, the third level solution differs only slightly from 
the second. Hence, there is no need to seek solutions at levels 
higher than three. 

7 Results and Discussion 

We have identified three independent parameters which 
control the time development of the interface temperature. 
These are the conduction-radiation coupling parameter, TV, 
the thermal conductivity ratio, ks/km, and the thermal dif-
fusivity ratio, as/a,„. To illustrate the accuracy of solutions 
obtained at various levels of truncation, the calculated 
dimensionless interface temperatures are compared in Fig. 1 
for the case of TV = 1, kjkm = 10, and as/am - 10. These 
values of parameters are chosen since they are typical of those 
encountered in nuclear reactor safety studies. At sufficiently 
small times, 9, approaches a constant value predicted by the 
zero-level similarity solution, equation (14). For £ > 0.1, 
similarity no longer prevails, and 0,- rises gradually in time. 
Based on the third-level transient nonsimilarity solution (solid 
curve), the second-level transient nonsimilarity solution 
(dashed curve) is found to slightly underestimate the interface 
temperature, whereas the first-level transient similarity 
solution is found to largely overestimate the interface tem
perature. Clearly, neither the similarity nor the transient 
similarity method is able to yield reasonably accurate results. 
On the other hand, the positions of the curves for various 
levels of truncation indicate that the transient nonsimilarity 
method is able to yield rapidly converging solutions. Since the 
largest variation of temperature always occurs at the interface 
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O FINITE-DIFFERENCE 
SOLUTION [15] 
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0 1 2 3 4 5 6 7 

t 
Fig. 3 Effects of ks/km and as/am on the time development of the 
interface temperature 

Fig. 4 Effect of N on time development of the interface temperature 

(see Fig. 2), and since there is only small difference in 0,-
between the second-level and the third-level solutions, there is 
no need to go beyond the third level of truncation. This 
argument will be substantiated later by comparison of the 
analytical results with existing finite difference numerical 
solutions [15]. 

The dimensionless temperature profiles at three different 
times are presented in Fig. 2 for the case of TV = 1, kslkm = 
ujum = 10. The transient nonsimilarity results in the figure 
are from the third level of truncation. To make the figure less 
busy and to prevent unnecessary confusion, the second-level 
solution is not included here. At £ = 1 (case a), the tem
perature field has already deviated markedly from the small
time similarity behavior. In this stage of temperature 
development, the transient similarity profiles does not differ 
significantly from the transient nonsimilarity profile. At £ = 
3 (case b), however, the difference betweeen the transient 
similarity and the transient nonsimilarity profiles is quite 
pronounced.4 Meanwhile, the similarity solution is totally 
invalid. At £ = 1 (case c), a quasi-steady state is reached 
where 0,- approaches unity asymptotically. The transient 
similarity model is a good approximation only from this stage 
on. For \ > > 10, both the interface temperature and the bed 
temperature rise linearly with time, i.e., Ttl IT0 ~ 1 

±1-
4 It should be pointed out that at large values of £, a moderate difference in ds 

or 8„, could result in a large difference in the actual temperature, Ts or Tm (see 
equation 5(b)). 
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Fig. 5 Incipient melting criteria for the debris bed-solid system 

Computation of the interface temperature as a function of 
£ has been performed using different values of N, ks/km, and 
as/am. Results are summarized in Figs. 3 and 4. In these 
figures, the solid lines represent the third-level transient 
nonsimilarity solution, whereas the circles represent the 
corresponding finite difference numerical solution [15]. The 
value of TV was fixed at unity in Fig. 3, while in Fig. 4 both 
ks/km and as/am were fixed at the same value of ten. Three 
different cases are shown in Fig. 3, namely, (/) ks/km = 1, 
as/am = 10, (/'/) kslkm = 10, as/a„, = 10, (Hi) ks/k,„ = 
10, as/am = 1. Apparently, the interface temepratue ries at a 
higher rate for a system with a smaller value of ks/k,„. 
Conversely, a system with a smaller value of as/a,„ leads to a 
slower increase of the interface temperature. For given values 
of ks/k,„ and as/a.m, the rate of rise of the interface tem
perature may be substantially enhanced by decreasing the 
value of TV, i.e., by promoting the effect of radiation.5 Based 
upon the finite difference solution, the transient nonsimilarity 
method is found to yield sufficiently accurate results over the 
entire range of parameters explored in this study. 

Physically, the speed of rise of the interface temperature 
signifies the potential for melting of the solid. This is because 
of the fact that the maximum temperature of the solid always 
occur at the interface and that the maximum bed temperature, 
occurring in the far field, always rises according to (T,„)max 
~ (1 + £) T0. Thus, by setting the maximum bed temperature 
equal to the melting point of fuel, the time of incipient 
melting of the bed can be determined, viz., £c = (Tmp),„/T0 
- 1. For the solid to melt at or before this critical time, we 
require the interface temperature to be at or above the solid 
melting point, viz. 

w y s K ^ i A - i i r ' (34) 
Criteria may thus be established to predict the conditions for 
which the solid would melt before the bed does. To do this, 
the present transient nonsimilarity approach is employed to 
compute the interface temperature at the instant £ = £c.

6 For 
a given value of N, the values of kjkm and as/a,„ are 
determined such that equation (34) is satisfied. The results for 

This may be achieved by using large-diameter particles with high surface 
emissivities [18,19]. 

the case of T0 = 1000 K, (Tmp),„ = 3000 K, and ( 7 ^ ) , = 
2000 K, which is typical of those encountered in nuclear 
reactor safety studies, is shown in Fig. 5 by the solid lines. 
Also shown in the figure for the purpose of comparison is the 
dashed line representing the similarity solution, equation (14), 
Theks/k„, andas/ofm effects are lumped together using the 
modified parameter (ks/k„,)2 (as/a,„) "' as suggested by the 
transient similarity model. This eliminates the necessity of 
using three-dimensional graphical representation. Should 
transient similarity prevail in the temperature field, a single 
solid curve would appear in Fig. 5. Rather, a region is found 
in which simultaneous melting of the solid and the bed may 
occur. The width of this region increases with the value of 
1 /N. This result clearly indicates that the transient similarity 
model is not a valid approximation at time £ = £c, especially 
for a system with strong radiation effects. Similar melting 
criteria may be determined for other values of T0 and Tmp. 

8 Concluding Remarks 
We have successfully employed the concept of local non-

similarity to develop a new solution method for treating 
parabolic-type nonlinear heat diffusion problems. The im
portant features of this method have been illustrated by 
solving the problem of heat diffusion in a large, heat-
generating, particulate bed in sudden contact with a semi-
inifinte solid. In addition to its simplicity and directness, the 
present method has several other advantages. First, the 
governing partial differential equations can be treated as if 
they were ordinary differential equations, which greatly 
simplifies the computation process. Second, the temperature 
field at the time of incipient melting of the bed may be 
determined independently of the previous temperature 
behavior of the system, which is highly desirable in 
engineering applications. Third, by comparing the various 
levels of solutions, the accuracy of the result may be checked 
internally. Finally, the importance of each controlling 
parameter of the problem may be easily assessed. Although 
three independent parameters (i.e., N, ks/km, and as/am) 
have been identified in the analysis, it is only the combined 
parameter, X, that is controlling in the early stage of tem
perature development. At later times, the system may be 
roughly described by the two parameters N and (kjk,,,)1 

(as/a„,)-]. 
As we proceed to higher levels of truncation, the number of 

coupled governing equations increases very quickly. 
Associated with this is the ever-increasing number of 
boundary conditions that must be satisfied by the solutions. 
Clearly, the success of the present method relies on the ef
fectiveness of the numerical solution scheme. An effective 
multiequation solution scheme has been proposed for local 
nonsimilarity boundary-layer analysis [13]. Unfortunately, 
the procedure outlined in [13] cannot be applied to the present 
case. Ths is because of the fact that in the transient non-
similarity heat-diffusion analysis, the boundary conditions at 
?? = 0 are themselves unknown quantities which must be 
determined by matching of the positive-?? and the negative-?) 
solutions. Here, we have developed an alternate solution 
scheme. In each step of computation, only two differential 
equations have to be solved simultaneously regardless the 
level of truncation. The two equations are defined in two 
separate regions (i.e., the rj < 0 and ?? > 0 regions) and are 
coupled only through their boundary conditions at the in
terface, -q = 0. On the basis of comparisons internal to the 
method itself and with available finite difference solutions, 
the present scheme has been shown to yield rapidly converging 

The advantage of this approach is now obvious; we do not have to compute 
the temprature profile at previous times (£ < £c). This saves a tremendous 
computer time comparing to the finite difference method [15]. 
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and sufficiently accurate results. It is felt that with proper 
modification of the interfacial condition, the transient 
nonsimilarity method may be applied for treating phase 
change problem as well. 
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Recent Developments in the 
Analysis and Design of Extended 
Surface 
Earlier papers by the authors developed a new set of parameters for characterizing 
heat transfer properties of single fins and fins in arrays of extended surf ace. The use 
of these parameters has facilitated the solutions to several interesting fin problems, 
namely: a more careful characterization of one-dimensional flow configurations, a 
method for accommodating continuously distributed heat sources along the fin, a 
perturbation approach for the approximate computation of the parameters, and 
new insights into the precepts of the optimal fin shape. These developments are 
reported in this paper. 

Introduction 

When fins are used to provide extended surface for the 
transfer of heat the interior heat flow pattern can often be 
fully two-dimensional. However, the resulting analytics may 
then become so complicated as to inhibit the design process. 
An approximate one-dimensional analysis would thus be 
advantageous to designers if it were computationally efficient, 
flexible, and reasonably accurate. 

The authors in [1], [2], and [3] have published (one-
dimensional) algorithms whose computational efficiency far 
exceeds that of previous methodology. Their flexibility, to 
date, has been hampered by two faults: their inability to 
incorporate continuously distributed heat sources along the 
face of the fins, and their incapacity to handle irregular fin 
geometries analytically. The present paper resolves both of 
these shortcomings. 

In addition, the one-dimensional flow assumption is 
examined rigorously, producing a generalization of the 
condition on the transverse Biot number. Also included are a 
note on the conditions at the fin tip and a parametric analysis 
yielding guidelines for optimal design. 

Background 

Figure 1 displays, in general terms, the prototype of a fin. 
The well-known equation governing the temperature 
distribution in the fin, subject to several simplifying 
assumptions [4, 5], is [1, 6, 7, 8], 

±\kA^-
dx L dx dx (1) 

Here, x is the coordinate measured along the fin height from 
its origin at the fin base (x = 0) to the fin tip (x=a), k is the 
thermal conductivity, A is the cross-sectional area, 6 is the 
temperature excess (fin temperature minus ambient tem
perature), h is the coefficient of heat transfer, and dS is the 
element of lateral fin surface area spanned between x and dx 
(taking into account the possible slope of the lateral surface). 
All of the foregoing quantities may be functions ofx. 

Under these circumstances the heat flow at any point in the 
fin is given by 

dd 
q=-kA— (2) 

dx 

It has been shown [1, 2] that the solution to (1) is con-
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veniently expressed using two particular solutions, X,(x) and 
\z(x), which are defined through their initial conditions 

X, (0) = 1 A2(0) = 0 

X,'(0) = 0 A2 '(0)=-1/£(0M(0) (3) 

It then follows that 6{x) and q(x) can be expressed in terms 
of their values at the fin base, 6b =0(0) and qb =q(0), via the 
equations 

6(x)=db\l(x)+q„Mx) 

q(x) = -k(x)A(x)[6b\[{x) +qb\i(x)} (4) 

and hence the fin is characterized by a thermal transmission 
matrix, T, relating the base and tip variables 

~ o „ -

IQa J 
= in 

~ 9b-

iQb J 

\i (a) \2(a) 

-k(a)A(a)\[(a) -k(a)A{a)\{(a) 

°b 

Qb 
(5) 

Expressions for Y for commonly manufactured fin shapes 
have been developed [1, 2]. Subsequent papers [3, 8, 9] 
showed how the F's could be incorporated into a general 
procedure for analyzing arrays of fins with heat sources at the 
fin junctures. For future reference it is convenient to tabulate 
these parameters for the case of fins of fixed cross section and 

Fig. 1 A general fin 
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constant h and k. Let A denote the cross-section area and P its 
perimeter. Then 

A, (x) = cosh mx, X2(•*) = ~ (sinh mx)/ Y (6) 

and 

cosh ma - ( s i n h w a ) / y 

y sinh mo cosh ma 
(7) 

where 
w = (Ph/Ak)1/2 and y = ( ,4PM) ' (8) 

The above description must be modified for fins having 
zero tip width {A (a) = 0) because, in that event, (1) possesses a 
singular point [10]. Previous studies [1, 2] demonstrated that 
for some such fins only certain solutions of (1) would remain 
finite at the fin tip, and that this condition of finiteness 
restricted the value of the ratio qb/db. When this happens the 
fin is said to be "singular" and its thermal behavior is 
governed by the equation (replacing (5)). 

qb/6b = n (9) 

where the thermal transmission ratio, n, can be computed 
from the solutions \ u X2. "Regular" fins are those fins 
complying with (5). 

It was conjectured [2] that all fins having zero tip width 
were singular but this has been recently discounted by the 
authors, who employed Frobenius's method [10] to show that 
the longitudinal fin of convex parabolic profile [6] permits a 
finite (nonzero) heat flow, qa, through its tip (the zero tip 
width constriction is overcome by an infinite temperature 
gradient). As a result, this fin must be classified as regular and 
governed by (5). The mathematical details are omitted. 

The One-Dimensional Flow Assumption 

One of the controversial assumptions upon which equation 
(1) is premised is that the variation in the ^-direction (Fig. 1) is 
negligible (there is a consensus that z-variations can be safely 
ignored). To estimate this effect, consider the fully general 
steady state two-dimensional temperature T(x,y) governed by 
Laplace's equation [6, 7] 

d2 d2 i 

y Jr=o (io) + . dx2 ' dy 

in the fin interior, and by Newton's law of cooling [6, 7] 

. dT 

dn 
•-HT-T,) (ID 

on the surface. The left hand side of (11) is the heat flux just 
inside the fin, normal to the surface; by energy balance this 
equals the heat transfer flux, expressed on the right in terms 
of the ambient temperature, Ts. A little analytic geometry 
reveals that, on the upper face of the fin, (y >0) 

dT r dT dTl 

Tn-hTx + Yy\/{1+y'2)W2 (12) 

-y(x) is the profile function of the fin's surface. where y-
Thus 

dT 

Ty'' 
dT , ... dT 

+ (1+^2)1/2 
dx dn 

=y 
dT 

~dx ' 

h 
.(1 + y>iyn (T-Ts) (13) 

For flat fins or for fins tapering towards the tip, y' is non-
positive; moreover, the signs of dT/dy and dT/dx will both be 
opposite to that of (T- Ts) for the geometry of Fig. 1. With a 
little thought one can see that this implies 

dT\ 

Ty I 
< ( l + j > ' 2 ) ' \T-Ts\<{l+y'2Y 

h 

~k 
\eb\ (14) 

(since the maximum temperature excess obviously occurs at 
the base.) 

One can demonstrate (14) along the lower face of the fin by 
similar reasoning. The inequality is also valid along the base, 
since dT/dy = 0 there. Thus, barring some extremely bizarre 
tip condition, we can say that dT/dy is bounded by (14) 
everywhere along the surface of the fin. The maximum 
principle [11] then validates (14) throughout the interior of the 
fin as well (note that dT/dy must also satisfy Laplace's 
equation). We conclude that the largest variation of tem
perature in the y-direction is no more than 

\T(x,y)-T(x,0)\ 

< ( 1 + ^ ' 2 ) 1 / 2 — ~ l0„l=(l+>>'2) l / 2Bil06 l (15) 
2 k 

for flat or tapered fins. Here 5 is the maximum fin thickness, 
and Bi is the transverse Biot number. 

Thus, for flat or tapered fins the flow can be taken as one-
dimensional if Bi< <(1 +.y'2)~1 / 2 . This generalizes [12], 
which ignores the effect of the slant and quotes Bi < < 1 as the 
condition. Presumably two-dimensional flow could develop 
even in the presence of small Biot numbers if the fin is ex
tremely tapered. 

The other condition that has been stated, that the fin be flat 
or tapered, also seems to have been overlooked by other 
authors. A quick sketch reveals immediately that the heat 
flow lines from surface to base cannot possibly be horizontal 
if the width of the fin increases towards the tip. 

Heat Sources in the Fin Face(s) 

Figure 2 illustrates a situation where a fin has a con
tinuously distributed heat source along one face. This extra 
heat input is described by the function p{x) which measures 
heat flow per unit fin height (p can only depend on x, to be 
consistent with the one-dimensional time independent heat 
flow assumption). The heat balance equation (1) then 
becomes modified as follows 

d_ 

dx I 

r dd i dS 

[kA^]-hdx6-p{X (16) 

where positive p indicates heat flow to the fin. 
This heat input could result, for example, from physical 

sources such as electric currents or external radiation. 
Mathematically, p(x) could be introduced to account for 
nonuniformity in the surrounding temperature; a review of 
the derivation of (1) [1, 6, 7, 8] shows that if the ambient 
temperature, Ts, varies with x, then (1) becomes 

dx L dx J 
•h — e=- — 

dx 

d 

dx . 
kA 

dx 
(17) 

and the right hand behaves like a (known) distributed heat 
source. 

The following theorem states that the situation in Fig. 2 is 
mathematically equivalent to the situation in Fig. 3. That is, 
the (known) distributed heat source can be replaced by two 
(also known) discrete heat sources, one at the fin base and one 
at the fin tip. This is very significant because it means that 
extended surface with distributed external heat loads can be 
analyzed by the methods in [3, 8, 9]. 

I 1 I I I I 1 I H 

Fig. 2 Fin with distributed heat source on one face 
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Theorem: 
Any individual fin subjected to a heat source, p(x), 

distributed along its face as in Fig. 2, is mathematically 
equivalent to a combination of a "sourceless" fin, with the 
same T, and two discrete heat sources at the base (Qb *) and 
the tip (Qa *) as in Fig. 3. That is, qb * and qa * in Fig. 3 satisfy 

(18) 
" ea -

L Q*a J 
= r 

" eb ' 

L Qt J 
while the original flow variables, qa and qb, satisfy 

g*b=Qb+Qt 

The discrete heat source strengths are given by 

Qt = \' P(z) [x, fe) - — Mz)]dz 
Jo L yn J 

(19) 

Q* = —[' p(z)\2(z)dz 
712 J o 

(20) 

where X,(x) and \2(x) are solutions (3) used to compute the 
elements y of I1. 

The proof of this remarkable theorem is established by the 
variation of parameters method [10] and some juggling of 
matrix identities. At the suggestion of the referees the details 
have been omitted, but a short example may illustrate its 
usage. A three-fin cascade as displayed in Fig. 4, with a 
uniformly distributed external heat flux of 500 W/m im
pinging on the center fin, can be modeled by the discrete-
source configuration of Fig. 5, with source strengths of 7.77W 
each. (The relevant dimensions used here are 5 = .0095m, L 
= .305m, a = .114m, k= 173W/m°C, h = 113.5W/m2°C). 
The discrete-source configuration is easily analyzed by the 
methods of [3,8, 9]. 

Perturbation Computations for T 

The commonly manufactured longitudinal fins have the 
constant cross-section profile associated with (7). It is possible 
to compute an approximate correction to the Y matrix if the 
fin shape deviates only slightly from this form. For a 
longitudinal symmetric fin profile, the substitutions of the 
profile functiony(x) into (1) produces the equation 

# f > - ? - l - - ? - t l + t)''(*)]2]1/2« = 0 (2D 
dx L dx J k 

The analysis here is based on first-order perturbation theory 
applied to (21) [13]. 

Let the profile function be given by 

y(x) = — + Ay(x) = — + «/(*) (22) 

where ij (x) gives the shape of the deviation Ay and e is a scale 
factor, presumed small. All powers of e higher than the first 
are assumed negligible. It is also assumed that 5 measures the 
actual width at the fin base so that r;(0) = 0. The perturbed 
solution is written as 

0(x)=00(x)+e6ifr) (23) 

When (22) and (23) are inserted into (21), the first order terms 
yield 

d r . . dda 1 . _6_ d2d{ 

YHx* 
r ddQl 5 

T»-=» 
dx L " " ' dx 

Because the unperturbed solution 60(x) is known, (24) is more 
suggestively written as 

d26i 2h 

~dxT ~ ~kJUi~ T dx 

2 d r dd0-

--vtx)-*. (25) 

~T ^ * n _ * 

Fig. 3 Nomenclature and terminology for fin with distributed source 
on one face 

n n 
i -L 

Fig. 4 Fin configuration for example 

7.77W 7.77W 

Fig. 5 Discrete-source equivalent 

The associated homogeneous solutions are cosh mx and 
sinh mx with m as in (8), and the variation of parameters 
method then displays the general solution as 

0, (x) = C sinhmx+D coshmx 

2 C* d r dOoWl 

"TJo dxY^^z-l 
smhmz coshmx—coshmz sinhmx 

dz 
m (sinh2 mz - cosh2 mz) 

which after simplification and integration by parts becomes 

di (x) = C sinhmx+D coshwx 

2 f . . dd. 
- - r \ n(z)-^-cosh(z-x)dz 

5 Jo dz 
(26) 

To obtain the correction \\(x), one sets d0(x)= coshmx 
from (7) and then chooses C and D so that the initial con
ditions of (3) remain intact. The result is 

2m fx 

dl(x)= I r](z)smhmzcoshm(z-x)dz (27) 

Similarly, for X2(x) one obtains 

2m fx 
= 5 ( 2 M 6 ) " 2 J o v(z)coshmzcoshm(z-x)dz (28) 

Consequently, the perturbed solutions can be written 

2m fx 

\x (x) =coshmx — 1 Ay(z)sinhmzcoshm(z-x)dz (29a) 
o Jo 

(24) and 

X2(Jf) = 
- sinh/wx 

(2hkS)W2L 

2m 

S(2hk&)U2L 
\ Ay(z)coshmzcoshm(z—x)dz (29b) 
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The corrected T matrix can then be evaluated using (29) in (5). 
To test the procedure the authors treated the fin with 

trapezoidal profile in Fig. 6 as a perturbation of the fin with 
rectangular profile in the same figure. The relevant dimen
sions were L = .305m, a = .038m, 8b = ,0096m, 8a = 
,0080m, k = 173 W/m°C, h = 113.5 W/m2 °C. The per
turbation approach yielded 

1.113 -.0852 

-2.726 1.106 

incorporating corrections of up to 10 percent. The exact value 
[1] is 

1.111 -.0846 

r = -2.734 1.108 

and it is observed that the perturbation is quite good. 
Perturbation corrections for variability of the heat transfer 

coefficient h (x) are reported by the authors in [14]. 

Parametric Study 

The aim of the present section is to demonstrate the roles of 
the various parameters—h, k and the fin dimensions—in 
determining the heat transfer properties of a fin. The authors 
pointed out at length in [2] that no one single number can 
characterize the efficiency of a regular fin for all situations 
(since V has three degrees of freedom), so two "fairly typical" 
sets of operating conditions will be studied. 

First consider a single regular fin attached to prime surface 
at its base, with its tip operating adiabatically. In such a case 
the condition qa = 0 imposes a relation on qb and 6b precisely 
analogous to that for a singular fin (9) 

(30) 
db In 

and this "effective thermal transmission ratio" gives a 
quantitative measure of how well the fin is doing its job (i.e., 
transferring heat!). (In fact, the classic concept of fin ef
ficiency was defined to be proportional to this number [4].) 

To see how the parameters affect this ratio, attention is 
focused on the commonly manufactured fins of constant 
cross-section (recall (7)). Then the ratio (30) takes the form 

/^effective " 
qb 

= (APhk) l / 2tanh 
V Ak I 

a^ix(A,P,h,k,a) (31) 

For convenience in analyzing the role of the various 
parameters in (31), Fig. 7 displays the graphs of tanh x, x tanh 
x, and x tanh x~'. From these graphs one sees that an increase 
in any of the 5 variables, A, P, h, k, or a, results in an im
provement in ix. Physically, this is not surprising. However, 
before formulating a design policy, it is wise to consider the 
"payoffs." 

1 Asa —oo, n~(APhk)W2. However, because of the shape 
of the tanh curve, ^ is already within 75 percent of this limit 
when 

V Ak ) 
a=\ 

Hence, there is little benefit in increasing the fin height a 
beyond the value 

/ Ak \ in 

a<^h) ( 3 2 ) 

Arguing on a similar basis, Lienhard [15] derives (32) with an 
extra factor of 2. 

Fig. 6 Rectangular and trapezoidal fin profiles 

.5 1.0 1.5 2 .0 

Fig. 7 Tanhx, x tanh x, and x tanh 1/x 

2 As A~ oo, pt—Pha. However, again the numerics show 
there is little benefit in increasing A beyond 

. Aa2ph 

A < ——- (33) 
k 

This design equation appears to be new. 
3 As k—oo, fi^Pha also; in fact, only the combination 

(kA) influences n. So the limiting equation (33) governs the 
effective benefit of increasing k as well. (In passing one may 
note that k = oo corresponds to the classic concept of a 100 
percent efficient fin.) 

4 As P— oo, /x—oo. There is no limit to the benefit that can 
be obtained by increasing P\ Hence the perimeter is a more 
valuable control variable than the cross-section area, and 
when there is a trade-off, P should be increased at the expense 
of A. Fortunately, this is consistent with geometry; the 
"isoperimetric inequality" (which states that a circle has 
minimal perimeter for a given area) places a lower limit on P 
for a given A, but there is no upper limit. 

5 As /i — oo, /x—oo. No doubt about it, increasing the heat 
transfer coefficient will increase the heat transfer, and 
without limit!! 

This can be summarized in optimal design guidelines for 
manufacturing fins with high heat transfer. The order of 
priorities is as follows: 

(0 Make h and P as large as possible 
(//) Make A, k, and a as large as possible without 

jeopardizing (/), but avoid overdesigning by observing the 
limits 

Ak 1 S S 4 (34) 
Pha2 v ' 
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Prime surface 

Fig. 8 Two fins in cascade 

When manufacturers' constraints are present one modifies 
the analysis accordingly. For example, suppose this fin is to be 
manufactured using a given volume, V, of material. The 
relation V=Aa can be inserted into (31), with A = 5L and P 
= 2(5+L)=2L 

f* = 

(2hkfnV^ 

~a¥' 
tanh((¥)1/2 * y (35) 

fin, equation (39), is different from the measure of ef
fectiveness for the higher fin, equation (30). 

For the common fin shapes considered herein, the ratio in 
equation (39) takes the form (see (7)) 

/ Ph \ W2 

fjLe[[<:an<: = n(A,P,h,k,a) = (APhky/2coth{y-^-) a (40) 

The analogous computations now show: 

(0 fi decreases with a, approaching oo as a goes to zero 
(//) jx approaches oo with P and h 
(Hi) n approaches oo with A and k 

Briefly, the bottom fin in a cascade should be short and squat; 
otherwise, efforts to optimize the second fin are wasted. 

Conclusion 

This paper has reported some recent developments by the 
authors in extended surface analysis and design. The 
technique for handling distributed heat sources and the 
perturbation procedure are new and practical. The parametric 
study mostly confirms the accepted precepts of industrial 
practice, but design inequality (33) seems to be new. The 
rigorous analysis of the transverse Biot number and the 
announcement of a regular fin with zero tip width are, ad
mittedly, more of academic interest but are included because 
it is felt they have a place in the permanent literature. 
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For fixed a, /*—oo as 5—0; so choose b = b0, the minimum References 
width that can be machined. 

Then with 5 = 60, /x decreases with a—equivalently, n in
creases with L = V/S0a—so L should be chosen as large as 
practicable, say L0. This sets the fin height at a = V/50L0. 

However, since the limiting value of JX as a function of L 
with 50 fixed is finite 

Hm/* = 2/iK/S0asL~oo (36) 

there is little benefit in choosing L0 much greater than 

TV / 2h \ i/2 

L^^-(~) (37) 
50 \ kS0 / 

The second situation to be considered involves a fin that is 
used in cascade with another fin, such as fin 1 in Fig. 8. In this 
case the q/6 ratio at the base of fin 1 is a function of the q/6 
ratio at its tip [1] 

Qb _ - 7 2 1 + r n <?„/#„ ( 3 g s 

db 722-7l2tffl/0O 

If fin 2 has been designed to have a high q/6 ratio (by the 
previous considerations), then the q/6 ratio for the com
bination is determined by the properties of fin 1 

Qb 7n 
712 

Qa (39) 

In other words, the effort expended in making -721/722 
(equation (30)) very large for fin 2 will be wasted unless -
711/712 is comparably large for fin 1! A poor "bottom" fin in 
a cascade can choke off, and nullify, the heat flow to the 
second fin; and the measure of effectiveness for the bottom 
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Transient Response of a 
Composite Straight Fin 
The transient response of a straight fin composed of two different materials is 
analyzed. The Laplace transformation and eigenfunction expansion methods are 
used in the analysis. The inverse Laplace transform is solved by utilizing the Fourier 
series technique. It is shown that the conductivity ratio plays an important role on 
both the heat transfer rate and the time to reach the steady state. However, the 
effect of diffusivity ratio is found to be insignificant on the transient response when 
the conductivities are constant. 

1 Introduction 

The extended surfaces in a heat exchanger can be con
structed by coating or laminating a second material on the 
base material under a corrosive environment or an en
vironment of extremely high temperature. Such an extended 
surface composed of two materials can be referred to as a 
composite fin. Barker [1] first reported an analysis on a two-
dimensional composite fin. The exact solution obtained was 
in the form of an infinite series, but the terms beyond the first 
one were usually negligible. The method used in the above 
article is the same as that based on a general theorem 
developed by Tittle [2]. It was utilized to construct the or
thogonal sets for solving the general boundary value problem 
of a composite medium. The concept of quasi-orthogonality 
was introduced and employed in a rigorous expansion of the 
boundary function into a series of a nonorthogonal eigenset 
that arose from the method of separation of variables. Or
thogonal sets were then constructed from the nonorthogonal 
eigenset by the use of orthogonality factors. Since the or
thogonality factors depend on the orthogonality condition for 
each region, the calculation in each region will require con
siderable efforts. Later, Feijoo et al. [3] presented the Green's 
function method to convert the boundary value problem of a 
composite solid with heat generation into a Fredholm integral 
equation of the second kind. The Green's function con
structed by utilizing the concept of quasi-orthogonality was 
expanded in terms of a nonorthogonal eigenset. Recently, 
Huang and Chang [4] extended the Green's function method 
to the unsteady laminated composite problem with or without 
contact resistance at the interfaces. 

This paper presents a more direct method to analyze the 
two-dimensional unsteady heat conduction in a composite of 
two layers. Its homogeneous boundary conditions in the 
transverse direction can be converted to those in the axial 
direction by a change of the dependant variable. Since it is not 
difficult to find the solution in the transformed plane, the 
Laplace transformation is taken with respect to the time 
variable first and then the eigenfunction expansion method is 
used for the boundary value problem. Once the solution is 
transformed plane is obtained, the Fourier series technique 
can then be used to obtain its inverse transform. 

2 Analysis 

Consider a rectangular straight fin, which composes a base 
material coated with a face material of different thermal 
characteristics, as shown in Fig. 1. The material of each 
region is isotropic and homogeneous. All the thermal 
properties are assumed to be constant and perfect contact is 
maintained at the interface. The fin tip is also taken to be 

Region 1 

Fig. 1 Configuration of composite straight fin 
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Fig. 2 Temperature profiles for a = 0.2, K = 10, fl, =2.0, a = 0.045 and 
b = 0.005 

insulated. Since the geometry and the boundary condition are 
symmetric about the centerline of the fin, only the analysis for 
the upper half region is necessary. In order to simplify the 
analysis, we choose the .Y-axis along the interface of the two 
materials. The differential equations to be solved are 
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tie ' dvr -<Y<B> O<X<L, a) 
where ;' = 1, 2, which refer to the region 1 and region 2, 
respectively. The initial and boundary conditions are 
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r,. = r„,/=o 

Ti = T0,X=0 

~dX 

-0,X=L 

ar, 
1Y 

= 0,Y= -A 

K2
d-^+KT2-Tm) = 0,Y=B 

and the matching conditions at the interface are 

(2) homogeneous boundary conditions, equations (13) and (14), 
, , , we can then expand the dimensionless temperature in an 

orthonormal set in the following way 

(4) 

(5* where 

(6) 

*i' ~ LJ ' ,i(y) — sin(7x) 
7 

,y,r)e STdr 

(19) 

(20) 

ar, 
1Y 

: « 2 dY 

yy=o 

7 = ( " ~ y ) 7 r (21) 

' ' ' It is noted that equation (19) satisfies the transformed 
boundary conditions of equations (13) and (14) identically. By 
the substitution of equations (19) and the application of 

(g) appropriate boundary conditions, the solution in the trans
formed plane is then 

Introducing the following dimensionless quantities 6h x, y, a, 
b, T, K, a, and Bt as defined in the Nomenclature and the 
dimensionless temperature ¥,• as 

* , = 0 , - l 

equations (l)-(8) become 

a*, 
H7 " 

OT 

a 2 * , a 2 * , 
dx2 dy2 ' 

a 2 * , 

-«<^<0 , 0 < * < 1 

(9) 

(10) 

dx2 

* . = * , 

dy2 

-1 ,7 = 0 

,0<.y<ft, 0 < x < l 

^ 1 = = ^ 2 = 0 , x = 0 

a * , 
"ax 

a * , 
~a7 
a*2 
dy 

0,x= l 

+ B , * 2 = 5 , ^ = 6 

and 

K 
. a * , _ a * 2 

a^ dy 

*y = 0 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

* i = E U „ , (coshCX,, j») 

+ tanh(X,M a)sinh(Xni >-)) - — 

* 2 = D U (COSh(X„ JO 
n = l ^ 

+ 5 sinh(X _y) ) - -5L] , 

where 

sin(7^) (22) 

sin(yx) (23) 

Bn2 7 2 ( l - a ) ") 
-^- + r \ 2 '(X sinh(X ft) + BicoshQi„2b))\ 

[ X„ sinh(X„ ft) + i?,cosh(X„ ft) + K~k„ tanh(X„ a)cosh 

1 

Equations (10-18) represent a typical initial and boundary a n c j 
value problem for a composite medium. We first take the 
Laplace transform with respect to time, and the system then 

(\n2b) + B,.K(\Hl /\n2)tmh(\ni a)sinh(X„2ft)) 

A"2 = A"i +\Y2~ TT2) 
x A / i 2 A n 1 ' 

B„2 = Ani.K.(\n/\n2)tanh(.\nia) 

K2\ = s + y2,\,2 = as+y2 

(24) 

(25) 

(26) 

(27) 

becomes a boundary value problem. Owing to the Furthermore, if the boundary condition at the base of the fin 

N o m e n c l a t u r e — 

A = half-thickness of region 1 
a = dimensionless half-thickness 

of region l,A/L 
B = half-thickness of region 2 
ft = dimensionless half thickness 

of region 2, B/L 
c = heat capacity 
h = heat transfer coefficient 
K = conductivity ratio of the 

composite fin, K, /K2 

L = length of the composite fin 
Q = total dimensionless heat 

transfer at the base 

T = temperature of the fin 
= ambient temperature 

T0 = step change of base tem
perature 

T* = half period of the periodic 
function defined in equation 
(40) 

/ = time 
X, Y = Cartesian coordinates 
x,y = dimensionless Cartesian co

ordinates, X/L, Y/L 
a, = thermal diffusivity of re

gion 1 

a2 — thermal diffusivity of re
gion 2 

a = thermal diffusivity ratio of 
composite fin, at/a2 

K, = thermal conductivity of 
region 1 

K2 = thermal conductivity of 
region 2 

\p = dimensionless temperature 
defined in equation (9) 

p = density 
6 = dimensionless temperature, 

(T- T„)/{T0 - T„) 
T = dimensionless time, a, t/L 
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is an arbitrary function of time, F(t), the solution can be 
written as 

* i = fifc^cosMX,,^) 

+ tanh(X„, s)sinh(X„, y)) - ~^-
'Vil 

* 2 = E ( C cosh(X y) 

„ . , ., , ctsF(s)' 
+ D„ smh(\„ y)- — - ^ 

« n •>. -

sin(7X) 

4>(t)= — 4>(c + iu)eia'du 
2ir J -oo. 

sinftxj (28) 

The above integral can be approximated by 

CI °° 

2T k= -a 

and letting Aa> = ir/T*, we then have 

Ct 0° 

< M ' ) = ~ D kc + ikir/T*)ei«*'^< 
L 1 Ar=-oo 

Considering the relation 

(29) <£(c + ik*/T*)eiki*/T"» + 4>(c - ikir/T*)e ~>W"), 

= 2Re( 4>{c + ik^/T,)eik^,T,)' 

(38) 

(39) 

(40) 

(41) 

where 

C „ , = 

1 {-BrfF( s) + 
(l-a)y2sF(s) 

(X„2 sinh(X„2 ft) + B,cosh(X„2 A))J 

{X„ sinh(X b) + B,cosh(X„ b) + K\, tanh(X„ a)cosh(X b) 

+ B,'K(\ni /X„2)tanh(Xni a)sinh(X„2b)) 

sF(s)y2(a-l) 
C, "2 c,H + • 

D„2 = C„1^(X„1/X„2)tanh(X„1«) 

If we define the quantity, Q, as 

Q=-\K\ IT dy+\ — 2 dy\ 
I. J ~o OX Jf=0 Jo OX x = 0 J 

(30) 

(31) 

(32) 

(33) 

2=-2£[tf(-^-tanh(M) 

a-sF(s) 'F(s) \ 
- sinh(X„ ft) 

Z> "2 . -(cosh(X fc)-l)-
X„ 

b'asF(s) 
(34) 

n2
 A « 2 

then the total dimensionless heat flux at the base is given by 
the inverse Laplace transform of Q. 

3 Method of Solution 

The functions ^ i , ^ 2
 a r e very complex and it is difficult to 

find the inverse Laplace transform by the residue theorem. In 
this paper, a general method, known as the Fourier series 
technique [5, 6], is used to obtain the inverse transform. 

When a function, <j> (t), is given, the Laplace transform and 
its inversion formula are defined as follows, respectively 

i oo 

<j>(t)e-s'dt 
o 

1 f c+i°° _ 
4>U) = ^— <t>(s)es'ds 

2m Jc-/<x> 

(35) 

(36) 

where the chosen positive arbitrary constant, c, should be 
greater than the real parts of all singularities of <j>(s). 

By letting s = c + iu, equations (35) and (36) are converted to 
those of the Fourier transform 

- I 

1.0 

Fig. 3 Temperature profiles for a = 0.2, K = 40, B; = 2.0, a = 0.045 and 
b = 0.005 
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0(c + /co)= 4>(t)e-cle-""dt (37) Fig- 4 Total heat transfer from the fin for a = 0.2, Sj=0.5 when the 
base is subjected to a step change in temperature 
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Fig. 6 Total heat transfer rates from the fin for a = 0.2, B, =5.0 when 
the base is subjected to an exponential decay function of time, e ~ 5 ( 

Fig. 7 Total heat transfer rates from the fin for« = 2, S,- = 10 when the 
base is subjected to a sinusoidal function of time, sin4f 
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Fig. 8 Total heat transfer rates from the fin for a = 0.2, 6; =2.0 when 
the base is subjected to a sinusoidal function of time, sin2f 

and truncating the infinite series by N terms, we have the 
following numerical inversion formula 

ea f 1 -
*(0 S - { _ y 0(C) 

+ Re j ] 4>{c + ik-w/T*)eik^/r)',0<t<2T* (42) 

From this equation, the numerical value of 4>{t) at any t in the 
interval 0 < t < 2 T* can be obtained. 

The round-off and truncation errors are magnified by the 
factor, ecl, if the selected c is greater than the necessary figure. 
When the value of ct is quite large, N should be increased 
accordingly in order to obtain a good numerical result. 
Therefore, the optimal value of the constant c should be 
chosen when t is within the interval 0 to IT*. 

At t=V, (42) becomes 

* ( n s ^ - f 4~ *(C> + R e £ fcc + ikir/T*)(-l)k} (43) 

from which the numerical result at the point, T*, can be 
calculated. This technique is based on the following con
ditions: 

1 the numerical values of 4> (T*) are given at the points 
T* = mAT* (m = integer) within the interval Ar* < T* < T*mm 

where AT* is a time step; and 
2 in this interval, cT* is a constant to be selected, usually 4 

or 5. 

4 Results and Discussion 

In this study, K1>K2, i.e., K>\, is considered since the 
conductivity of the coated material is generally smaller than 
that of the base material. In practical cases, the thickness of 

the fin is about 10 percent of the length, so the half dimen-
sionless thickness of the region 1 and 2, i.e., a and b, are 
chosen to be 0.045 and 0.005, respectively. Figures 2 and 3 are 
typical dimensionless plots of temperature distribution 6 
versus x along the center line, and the surface with the base 
subjected to a step increase in temperature. It is shown that 
when a and Bt are fixed, the temperature difference between 
the center line and the surface will increase as the conductivity 
ratio, K, increases. This phenomena is resonable, because the 
large value of K means that the internal resistance to con
duction heat flow in region 2 must be high, so that the heat 
conduction from region 1 to the surface is impeded. This 
causes large quantity of heat stored in the fin material so that 
the fin temperature will be higher. However, the temperature 
gradient in the ^-direction is smaller, and hence the total heat 
transfer from the base is decreased as shown in Fig. 4; the heat 
transfer rate at K= 1 is almost four times that at K=20. It is 
noted that the conductivity ratio also plays an important role 
in affecting the time to reach the steady state; the larger the 
conductivity ratio, the earlier the steady state can be reached. 

The isothermal lines for a typical case is shown in Fig. 5; the 
temperature variations in each region are not significant, 
except that a proper change of the temperature across the 
interface of the two regions is necessary, and hence a two-
dimensional analysis is needed. 

Other cases of different base boundary conditions rather 
than a step change in temperature have also been calculated. 
Figure 6 considers the cases where the fin base is subjected to 
an exponential decay function in time, and Figs. 7 and 8, the 
sinusoidal functions of time. The heat transfer rate is seen 
also to be given by a sinusoidal curve. The amplitude is 
decreased as K increases. However, the period is unchanged. 
All of these results imply that, at large values of K, the in
fluence of region 2 becomes more significant and must be 
taken into consideration. 
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5 Concluding Remarks 

The transient response of a composite straight fin has been 
solved by using the Laplace transformation method. A more 
direct method is used in this paper and the concept of quasi-
orthogonality can be avoid. The Fourier series technique is 
used to invert the Laplace transform. The computations 
reported herein were carried out on the Cyber CDC 172 
computer of the Cheng Kung University. 
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Surface Temperature 
Measurement Errors 
Mathematical models are developed for the response of surface mounted ther
mocouples on a thick wall. These models account for the significant causes of errors 
in both the transient and steady-state response to changes in the wall temperature. 
In many cases, closed form analytical expressions are given for the response. The 
cases for which analytical expressions are not obtainable can be easily evaluated on 
a programmable calculator or a small computer. 

Introduction 

The analysis of and correction for the errors involved when 
making surface temperature measurements with ther
mocouples attached externally is an important problem in 
experimental heat transfer. The errors result from the ther
mocouple installation altering the local surface temperature 
distribution and the effects of heat transfer in the ther
mocouple attachment and the thermcouple itself. The errors 
may be transient, steady-state, or both. 

There are many separate causes of the errors but the most 
significant are: 

1 Thermal constriction effects in the body to which the 
thermocouple is attached 

2 Thermal inertia of the thermocouple [1-14] 
3 Imperfect contact between the thermocouple and the 

surface [7, 10,11,15-18] 
4 Heat loss from the thermocouple to the ambient [7, 11, 

15-18] 
5 The effective junction location being displaced from the 

surface [10, 11] 

A number of methods and simplifying assumptions have 
been utilized in modeling the transient response of ther
mocouples. An early paper by Henning and Parker [1] used 
separation of variables for an idealized problem involving a 
connecting hemisphere of infinite conductivity and zero heat 
capacity. If a modification of their model suggested in an 
attached review is not used, the model gives large errors in the 
early to middle times. Others have solved less idealized models 
by utilizing (a) finite differences [4, 5, 14], {b) Duhamel's 
integral with numerical evaluation [5, 6, 11, 13], and (c) 
Duhamel's integral with Laplace transforms [7, 8, 10,13]. 

A recent paper by Cassagne et al. [7] gives a thorough 
analysis of the transient response problem, except for the 
effect of junction displacement. The analytical approach is 
similar to the approach used herein. However, because the 
exact solution for uniform heat flux is used as the kernel, the 
solution must be evaluated numerically. The present method 
uses easily evaluated kernels in Duhamel's equation and in 
many cases analytical expressions for the response are ob
tainable. 

The analysis is developed for the case of a thermocouple 
mounted on a thick wall by using the Unsteady Surface 
Element Method (USEM) [8, 19]. This method utilizes 
fundamental solutions in the two bodies (i.e., the surface or 
substrate and the thermocouple or wire) as kernels in 
Duhamel's convolution equation. The solutions may be 
developed using either temperature or heat flux kernels. An 
overall solution which considers all of the above effects will be 
developed first and then certain special cases will be obtained 

from this solution. The solutions will be in either closed form 
or in a form for easy numerical evaluation. 

The geometry of the problem being considered is shown in 
Fig. 1. Two homogeneous, isotropic bodies with temperature 
independent thermal properties are in thermal contact over a 
circular region of radius, a. The interface is considered to 
have an imperfect contact that can be thermally modeled by a 
contact coefficient, h; if h goes to infinity there is perfect 
contact. Except for the contact area, the surface of the semi-
infinite body is considered to be adiabatic. 

The thermocouple is modeled as a single semi-infinite 
cylinder with lateral surface heat loss characterized by a heat 
transfer coefficient, hc, with the ambient at the initial ther
mocouple temperature. If the cylinder is uninsulated, the 
coefficient is that due to convection and/or linearized 
radiation. If it is insulated, axial conduction is assumed to 
occur only in the wire and radial conduction only in the in
sulation. Following the simplications utilized by Moffat [15], 
Sparrow [16], and others for insulated thermocouples, the 
lateral resistance due to both surface losses and the insulation 
can be given by 

R-
1 

hr2irr 

\n(r0/a) 

2wk, 
(1) 

where r0 is the outer radius of the insulation layer and £, is its 
thermal conductivity. An overall heat transfer coefficient can 
be defined from equation (1) and can be used in the same 
manner as hc. 

In general, the temperature and heat flux at the contact 
vary with radial location as well as with time. In this paper the 
emphasis is upon providing an average heat flux or tem
perature across the interfaces. Two complementary assump
tions are used: radially constant (/) heat flux, and («) tem
perature. For the thermocouple application the analysis given 
for radially constant interface heat flux is particularly ap
propriate for small dimensionless times. The analysis for a 

coefficient adiabatic 
surface 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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1982. 

Fig. 1 Idealized geometry for a thermocouple attached externally to a 
solid surface 
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radially constant interface temperature gives accurate results 
for middle to late times. 

Heat Flux Based USE Solution 

The heat flux based USE method starts with Duhamel's 
integral for the average interface temperature for body, j , in 
the form 

7}(0,0 = Tji + ~^'Q qj(\)<t>j(0,t- \)d\ (2) 

where qj(t) is the flux into body, j . The kernel <t>j(Q,t) is the 
contact area-average temperature rise in body j at Zj =0 for a 
unit, qj. Notice that qx and q2 can be related by 

<7i(0 = -qi(t) = h[T2{Q,t)-Ti(0,t)] (3) 

where again area averages are implied. 
Taking the Laplace transform of (2) for j = 1 and 2 and 

solving for qx (s) using the Laplace transform of (3) gives 

Qi'(Tu - T2i) = - \/s[s(ix + 02) + l/h] (4) 

where the Laplace transform notation is used 

oe-*flr,(0<ft 

This equation can be made dimensionless by defining 

(5) 

t* = uxt/a
2 

a* qi" 
* kx[Txi-T2i] 

K=k2/kx,A = a2/ax 

4>*=<i>jkj/a 

**= <t>\ + tf/K 

= ha/kx,s* =a2s/ax 

(6a) 

(6b) 

(6c, d) 

(fie) 

(6/) 

(6g,h) 

The B symbol in (6g) is used to denote a Biot type modulus 
based on the contact heat transfer coefficient. Using the above 
notation with the " * " superscripts dropped yields for 
equation (4) 

qx = -l/s(s4>+l/B) (7) 

For the perfect contact case, 5—oo, and thus 

qx = -l/(s2$) (8) 

The same procedure yields for the interface area-average 
temperatures 

77 = </>,/[•**+1/B], 
Ti = 42/K[s€+UB] 

where 

77 = (r1-r1/)/(r„-r2/), 

(9a) 

(.9b) 

(10a) 

(106) n = (T2-T2i)/(Tu-T2i) 
In further use of these equations, the " * " superscripts are 
omitted. 

The relations given by equation (7) and (9a), (9b) are ter
med transfer functions. Though there is specific reference to 
the geometry shown in Fig. 1, these relations can be employed 
for many other cases of two connecting geometries, both 
semi-infinite and finite. The task now is to invert (9b) for the 
Fig. 1 geometry which is distinguished from others by its 
particular <j> functions. 

Temperature Based USE Solution 

The temperature based USE method starts with Duhamel's 
integral for the area-average heat flux through the disk 
contact 

QM- dt 
J>(0,X)- •TJi]6a,Q,t-\)d\ (11) 

where Oqj(Q,t) is the area average heat flux for a unit increase 
in surface temperature 

M0,0 = A J/ 

ddj(Zj,t) 

dZj ZJ=0 
dA (12) 

The kernel 6j(Zj,t) is the temperature at (zj,t) for a unit rise in 
surface (r = 0 to a) temperature. Taking the Laplace trans
form of (3) and using (11) gives 

<?, =s(Tx-Tu)Oql = -s(T2-T2i)6q2 (13) 

The Laplace transform of (3) can be rearranged to 

7 W 7 , = 7^7^,- + (T2i - Tu)/s - qx/h 

Employing this expression in (13) produces 

0,i /s(6ql + 6q2 + sdql ~6Q2 /h) 

(14) 

(T2 - T2i)/(TU - T2i) = Sql /s(6ql + 6q2 + s8ql ~6q2/h) (15) 

Similar expressions can be derived for Tx and qx. Rather than 
giving these expressions, dimensionless forms are given 
below. Let 

9*qJ = dqja/kj 

TqX +K6q2 

(16a) 

(166) 

N o m e n c l a t u r e 

a = 

A = 

B = 

Bi = 

c = 
D = 
h = 

k 
K 

thermocouple wire radius 
thermal diffusivity ratio 
equation (6d) 
contact Biot modulus 
equation (6) 
lateral surface Biot 
modulus 
specific heat 
equation (lib) 
contact heat transfer 
coefficient 
lateral heat transfer 
coefficient 
thermal conductivity 
thermal conductivity 
ratio - equation (6c) 
heat flux 

q* 

rerfc(x) 
r„ 

s = 

t* = 

dimensionless heat flux -
equation (6b) 
exp (x2)erfc(x) 
outside radius of an in
sulated thermocouple 
Laplace transform par
ameter 
dimensionless time - equa
tion (6a) 
temperature 
dimensionless temperature 

x = position along the ther
mocouple 

x* = dimensionless position, 
x/a 

Greek Symbols 

a = thermal diffusivity 

T* 

13 = 
e = 

% = 

p = 

<t> = 

* = 

Subscripts 
1 = 
2 = 

Ji = 

K/<A 
temperature kernel 
function 
heat flux func t ion-
equation (12) 
density 
heat flux kernel func
tion - equation (2) 
equation (6f) 

related to the substrate 
related to the ther
mocouple 
initial value of a pa
rameter for body/' 
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and use the dimensionless terms defined by equations (6) and 
(10). One then can write with the " *" being omitted 

Q\ --K6ql0q2/D (17a) 

(176) 

(18a) 

(186) 

D=dq+sKeqXeql/B 

f, = Kdq2/(sD) 

T2 = dql/(sD) 

Notice that for perfect contact the expressions for qx, Tx>
 a n d 

t2 are unchanged but D becomes simply 6q. Furthermore, 
TI=T2. 

Evaluation 

To evaluate the sensor temperatures, the unit step response 
(or kernel) functions are required. For the case of a semi-
infinite body with a step change in temperature over a disk 
region, this function has been developed in the oblate 
spheroidal coordinate system which is a natural coordinate 
system for the problem. 

A "late" time asymptotic solution developed by Norminton 
and Blackwell [20] is used. Analyses [5, 21] have shown that 
this solution gives good results for dimensionless times greater 
than 0.1 (at/a1 > 0.1, where units are used.) The heat flux 
based solutions are simpler to use and more accurate over the 
time range 0 < t < 0.3. 

Using the late time asymptotic solution, it can be shown 
that the average heat flux over the disk is 

0 g l =[8a7r 3 r 1 / 2 +4] /7r (19) 

which is in dimensionless form [8]. Taking the Laplace 
transform of (19) gives 

4 
.+ — 

ins 
(20) 

For a cylinder with lateral heat loss, that heat flux into the 
end for a unit step temperature change at the end is [22] 

"92-
e X p ( - ^ B i 0

+ V 4 4 B l e r f ( V 4 4 B T 0 
V7T? 

(21) 

which has a Laplace transform of 

0~ =^s + AABi/s^A »,2=-VJTt/lDI/SV/l (22) 

From equation (186), the temperature at the thermocouple 
junction is given by 

?2 (0,5) = 9ql M6ql + K6q2 + sK6ql §q2 /B) (23) 

where 6ql and dq2 are given by equations (20) and (22) and 

Bi = hca/2k2 

hc = lateral heat transfer coefficient 

To account for the junction being at a location, x, inside the 
cylinder (see Fig. 1), the transform of the temperature at x is 
related to the transform of the surface temperature by 

T2(x,s)^s[T2(0,sye2(x,s)] (24) 

with 

§2 = exp( - x-J{s + 4Am)/A)/s (25) 

where x* = x/a and the " * " was dropped in equations (24) 
and (25). The quantity, 02> is the temperature in a semi-
infinite rod with lateral heat loss when exposed to a step 
temperature change on its end [22, 23]. Using equations (20), 
(22), (23), and (25) in (24) yields 

F,(s) 
T2(x,s)= * 

F, (s) + KF2 (s)/^As + KFI (s)F2 (s)/\[AB 

exp(-xF2(s)/VA) 
(26) 

, . ,25 ^ ^ ^ ^ ^ ^ ^ = -

t . ^ ^ / / / / 

i . o _ _ _ _ - ' / ' / / 

1 .5_____—^ / 

1.0 __ ^ 

r 
Fig. 2 Ideal intrinsic thermocouple response for a step input 

In the <?-based USE solution for the full thermocouple 
problem, <j>] is the average temperature over the disk resulting 
from a unit step change in heat flux [24] 

f>, =2V?/7r-2/ /7r 

l A 3 / 2 - 2 / m 2 

(27a) 

j[ — i/ j — /J/ no (276) 

and 02 is the temperature at the end of a semi-infinite rod for 
a unit step change in heat flux [22]. 

4>2 = 2-jAt/ir (28a) 

02=vC4A3/2 (286) 

For a cylinder with heat loss, the step temperature change 
solution gives the exact Laplace transform for 6q 

6q2 = ^Js + 4ABi/s\fA (29) 

It can be shown for one-dimensional problems that 6qi and 
4>t are related by 

dqi = l/s2^ (30) 

thus 

VA 
< f t , = • = ( 3 1 ) 2 Ws + 4/4Bi 

The expressions given by (28) are exact, but those given by 
(27) are valid only for small values of / or equivalently large 
values of s. 

The effect of junction displacement can be accounted for by 
equations (24) and (25) in the temperature based development. 
Combining results gives 

~ 02 • exp( - x^J(s + 4ABi)/A 

where F{ (s) = 8/TC2JS + 4/TTSF2(S) = Vs + 4.4Bi. 

„ . r v . . . , „ . , . . . (32) 
K[s<b+\/B] 

It does not appear that the inverse Laplace transform of the 
full equations, equations (26) and (32), can be obtained 
directly. The inversion has been performed numerically using 
a ten-term, Gaver-Stehfest method programmed for a desktop 
computer and for a programmable calculator [25, 26]. Before 
considering the full problem, certain limiting cases (some of 
which have convenient closed-form solutions) will be con
sidered. These use limiting values for three parameters; x, Bi, 
and B. 

Case I - Ideal Intrinsic Thermocouple 

The ideal intrinsic thermocouple problem has been con
sidered by numerous authors [1, 4-8]. For this case the 
parameter values are: x = 0, Bi = 0, and B=oo, When these 
values are used in equation (26), the result can be inverted 
exactly to give the late time solution of [8] 

T2(0,t) = 1 - C, rerfc(C2 vT) (33) 

314/Vol. 105, MAY 1983 Transactions of the ASME 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 3 Response of an ideal beaded thermocouple to a step change in 
substrate temperature (K = A = 1) 
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Fig. 4 Response of an intrinsic thermocouple to a step change in 
substrate temperature when there is lateral heat loss (K = A = 1) 

where C, = /3/(8/TT2 +/S), C2 = 4/(8/TT+/3TT), rerfc(x) = 
exp(x2)erfc(x), and /3 = K/VA. The parameter, /3, figures 
prominently in the analytical expressions for the ther
mocouple temperature. The interface temperature given by 
equation (33) is applicable for t* > 0.1. 

The early time response is obtained from the heat flux 
method equation (32). The solution is 

T2 =Di [1 +expCC>^)erf(JD2v7)] (34) 

where £), = 1/(1 +/3), D2 = 2/3/TT(1 +(3). 
The two solutions have been evaluated for a range of 

property values for the two bodies which cover most possible 
combinations of metals. It can be seen that the level of 
response at zero time and the transient response up to the final 
value are governed by a single parameter, /3. These results are 
shown in Fig. 2 where equation (34) was used for /<0.1 and 
equation (33) for t > 0.1. Notice that the matching between the 
two solutions is excellent. 

From Fig. 2 one can observe that the error (the difference 
between the undisturbed temperature, Tu, and the ther
mocouple temperature, T2(0,t), is always largest at zero time 
and goes to zero at large times. The zero time error and the 
dimensionless time for which a significant error exists are 
both directly proportional to |8. 

Both single-wire and two-wire intrinsic thermocouples are 
used in practice. For most common thermocouple pairs, there 
are significant thermal property differences. During a 
transient for the two-wire thermocouples, this results in a 
temperature difference between the two junctions, and the 
total thermoelectric circuit has three elements. Depending on 
the thermoelectric power of the substrate, very strange results 
could be produced as in [12], where a thermal pulse produced 

an electrical output that went negative in the early to middle 
times. 

For the case /3 = 4/3, the agreement between the present 
model and the results of two large finite difference codes was 
± 3 percent [8]. In [5], an earlier version of the model was 
compared with data from nine experiments. The experiments 
involved Type K (Chromel/Alumel) thermocouples on a 304 
stainless steel plate with temperature steps of 55K to 275K. 
The larger temperature steps produced a significant change in 
thermal properties. However, when the model was evaluated 
using the property values at a single intermediate temperature 
the agreement was better than ± 6 percent. 

Case II - Ideal Beaded Thermocouple 

The ideal beaded thermocouple has no lateral surface heat 
loss and no contact resistance at the interface. It differs from 
the intrinsic thermocouple by having the effective junction 
displaced from the surface by the thickness of the ther
mocouple bead. The parameter values for this case are x^O, 
Bi = 0,fl=oo. 

The response is obtained by using equations (26) and (32) 
with x^0 to account for the junction displacement. The late 
time response is 

r2(*,0 = e r f c ( ^ ) - C , e x p ( c 2 ^ + C i , ) * 

erfc 
2v'At 

~+C yr) (35) 

where C, and C2 are defined below equation (33). 
The results are shown in Fig. 3 for the case where the bodies 

have identical properties (i.e., A =K=P=1), and the junction 
is displaced from the surface by an amount up to the wire 
diameter. The result of the junction being displaced from the 
surface is a zero response at zero time and an increase in the 
error for all but very late times. The delay between the step 
input and the first response can be obtained from the results 
for a semi-infinite body subjected to a step temperature 
change. Note that the very late time response approaches that 
of the ideal intrinsic thermocouple. 

Case III - Intrinsic Thermocouple with Lateral Heat 
Loss 

The case of lateral heat loss is more realistic because 
radiative losses and/or convective losses are always present. 
For this case the parameter values are: x = 0, Bi^O, and 
B=<x>. It can be shown that the Laplace transform of the late 
time solution can be simplified to the form 

T- / •> V J + C 7 

r,( i )= —j= , (36) 

where C7, C8, and C9 are constants depending on the par
ticular problem. 

Amos [27] has shown that the inverse Laplace transform of 
equation (36) cannot be obtained in closed form. The inverse 
transform in the form of complex expression of constants, 
polynomials of vT, exponentials, complementary error 
functions, modified Bessel functions and their various 
products, along with two easily evaluated integrals, has been 
obtained. This expression can be used to look at parametric 
effects directly. The numerical inversion procedure is easier to 
evaluate and produces excellent agreement. 

The numerical inversion procedure was to evaluate the 
response for varying values of the Biot modulus. These results 
are shown in Fig. 4 for Bi = 0, .001, .01, .1 an&K=A = 1. This 
range of the Biot modulus covers much of that estimated to 
bound thermocouple applications [181. Note that while there 
is little difference in the early time response, the lateral heat 
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Fig. 5(a) Response of an intrinsic thermocouple to a step change in 
substrate temperature when there is contact resistance (K = 1.5486, 
A = 1.3485) 

Fig. 6 Effects of the various parameters on the response o 
mocouple to a step change in the substrate temperature (K = A 

f a ther-
1) 

Fig. 5(b) Response of a beaded thermocouple to a step change in 
substrate temperature for finite contact resistance (K = A = 1) 

loss produces a steady-state offset (i.e., there is a temperature 
measurement error at all times). Note that as Bi increases, the 
time at which the response begins to deviate from the ideal 
case decreases. 

One surprising result observed in Fig. 4 is that the tem
peratures reach a maximum and then decline slightly. This 
drop occurs for all values of Bi, although it is very small at 
Bi = .001. The behavior may not be all bad in that the steady-
state result is reached earlier than for the zero loss case. For 
example, the response is within 1 percent of its steady-state 
value at / = 20, while the Bi = 0 response is within 1 percent of 
its steady-state value at the much larger time of t = 2000. 

The steady-state offset can be obtained by evaluating the 
full model at very large times (r~ 10000). Alternatively, the 
steady-state portions of equations (19) and (21) can be used 
directly to develop the expression 

T2 (0, oo) = 1 / ( l + Tr/rVBi/2) (37) 

which presumes that T2i = 0 and the ambient temperature is 
also zero. 

Evaluating T^O.oo) from either the full model or equation 
(37) produces essentially the same results and these agree (to 
the accuracy of reading charts) with the results presented in 
[16] or [18]. 

Case IV - Contact Resistance at the Interface 

The interface contact resistance results when the ther
mocouple is simply pressed against the surface or adhesively 
bonded with a thin bond line whose capacity can be neglected. 

For this case the parameter values are Bi = 0, 5-finite and 
x = 0, and then x-finite. For these values, the late time solution 
(equation (26)) can be inverted to give 

B 
7-2(0,0= j [ -^( l -rerfctfC.V/^) 

•(l-rerfc(C2Vf72)j 
C, 

where C = (B/fi + ir2B/8 + TT/2) 

(38) 

C, ,C2=(C±^IC2 - 2irB/(3)/2 

Dl = (C, - 7r/2)/(C, - C2),D2 = (C2 - TT/2)/(C 2 - C,) 

Note the C,, C2, Du and D2 are different than those 
previously defined. 

Now if xis finite, then starting from equations (24) and (26) 
with Bi = 0 the resulting transform equation can be inverted to 
give 

W ) = j [^r[erfc(2^)-exp(ClX 
V2/1 

ch ><^Tt
 + c^)]+JtV<2k) 

The corresponding early time solutions can be obtained, 
although the late time solutions are the most useful, par
ticularly for the beaded thermocouple. Figures 5(a) and 5(b) 
show the effects of varying the contact resistance for x = 0 and 
x = 2. The effects of finite values of B are similar to the effects 
of the ideal beaded thermocouple (Figure 3) at late times. The 
early time response rises faster. Note that if B is not infinite in 
the x = 0 case that the initial measured temperature is zero. 
For reference, approximate values of B for a 24 gage (.02 in.) 
thermocouple on a mild steel plate are 0.05-0.1 for a one mil 
(.001 in.) epoxy bond and 0.02-0.4 for a pressed contact 
depending on the pressure. 

Case V - Combined Case 

This case includes any or all of the possible effects. 
Reasonable ranges for the parameter values are 0 < x < 2 , 
0<Bi<0 .5 , and . l<f i<oo . The possible combinations for 
this case are endless, particularly if the ranges of substrate 
and thermocouple properties are included. To demonstrate 
how the various parameters and their combinations affect the 
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Fig. 7 Response of an intrinsic thermocouple with partial contact 
(K = A = 1) 

early time response, the late time response, the time to reach 
steady state, and the steady state error, the full solutions were 
evaluated for A =K= 1, x = 0 and 2, Bi = 0 and .001, and B= 1 
and oo. The results shown in Fig. 6 indicate that having a 
beaded thermocouple (x = 2) most strongly affects the early 
time response, that contact resistance slows the response, and 
that the effect of lateral heat loss is at the late times and the 
steady-state error. 

The case of x = 0 but Bi finite and 5<oo, has been 
developed by Cassagne et al. [7] using a method similar to the 
g-based USE. There appears to be excellent agreement bet
ween their work and the present model. For the case where 
K = A = l,Bi = .00l,B=l, andx = 0, a comparison of the two 
models showed exact agreement at early times, a slight 
divergence in the middle time range (maximum difference of 
1.7 percent at /~1) and agreement within 0.5 percent at late 
times. 

For large times with both imperfect contact and lateral heat 
loss 

r0exp(-2*VBi) 
T20c,0»- l+2A"VBi(l/B+7r/4) 

1 + 
ZfVBi 1 

(40) 
W T T ? 1 + 2#VBi(l/.B+7r/4)-

Notice that this expression shows a decrease of T2{x,t) with t 
for nonzero Bi. Also, the steady-state result is 

T2(x,<x) = r„exp( - 2WI i ) / [ l + 2irVBi(l/fi + TT/4)] (41) 

This expression shows that there is no steady-state error unless 
Bi is greater than zero; if Bi>0, T2(x,oo) is reduced both by 
the presence of Bi in the exponential and in the term in the 
brackets. 

Case VI - Partial Contact 

The previous cases have assumed that there is uniform 
contact over the entire end of the thermocouple. If the 
thermocouple is pressed against the surface (instead of being 
welded or bonded) the contact will be at the high points of the 
two surfaces or if the weld is poor it will have voids. While 
this will not affect the response of beaded thermocouples 
(except as it affects the value of the contact coefficient), it 
could have a serious effect on intrinsic thermocouples [4]. An 
alternate problem — enlargement of the junction during 
welding [9] - will not be considered. 

For the partial contact case only the late time model will be 
utilized because the very early time response will be identical 
to that in Case I. The problem is approximated by having the 
contact radius be smaller than the cylinder radius. Also, it is 
assumed that the contact over the smaller radius disk is 

perfect, and there is no lateral heat loss, and the junction is at 
the surface. 

The model uses equations (23) and (20) but replaces (22) 
with 

§q2 =y[A/b2sin + 7(1,0,b)/s (42) 

where b = cylinder radius/contact radius and l(\,0,b) is a 
constant [29]. The expression was obtained from the response 
of a semi-infinite cylinder heated by a disk source by using the 
relation given in equation (30); the original expression is valid 
for t/b2 > 1. The inversion has not been performed 
analytically. Numerical evaluations for several contact area 
ratios are shown in Fig. 7. These results show that even 
though initial and final values are identical to the Case I 
results, that the partial contact significantly slows the 
response in the middle times. 

Applications 

While using the models can help to develop a feeling for the 
errors in temperature measurements, few experiments involve 
a step temperature change. A useful adjunct to the step 
response is the response to a temperature ramp. 

The development of the step response models assumed 
constant thermal properties. Thus the equations are linear, 
and the principle of superposition can be utilized for inputs of 
arbitrary form. The response, R(t), to a forcing function or 
substrate temperature change, F(t), is given by 

W) = ~X F(\)C{t-\)d\ 
dt Jo 

(43) 

where C(t) is the unit step response (equations (26) or (32)). 
For the case where F(t) = Ht, H = constant, t > 0, the 

response of an ideal intrinsic thermocouple (using equation 
(33)) is 

R(t) = H\t- -—^[rerfc(C2v7)- 1 +2C2V777r]l (44) 
L C2 J 

and for an ideal beaded thermocouple 

R(t) = / /[^/2erfc(C3/v7) - - ^ - [(exp(2C2C3 

C 
+ C i / ) e r f c ( - ^ + C 2 V r ) 

- erfc(C3 /vT) + 2C2 v7/erfc(C3 /v7)]l (45) 

where C3 = x/lVA. 
Note that the error in the slope or the temperature rise rate 

is given by 
dF(0 dR(t) 

Slope error = —— — (46a) 
at at 

= H[\-C(t)) (466) 
Thus the slope error at time, /, is equal to the undisturbed rise 
rate multiplied by (1-unit step response at t). 

A second problem is the estimation of the forcing function 
(i.e., the undisturbed temperature). Rearranging the Laplace 
transform of equation (43) gives 

F=R/sC (47) 

If the inverse Laplace transform exists, then a good estimate 
of F(t) can be obtained. As an example consider a response 
function modeled by i ^ v T + H2t for the case of the ideal 
intrinsic thermocouple. The Laplace transform of C(t), from 
equation (26) can be put in the form 

C=l /5 - / / 4 /V] r +/ / 4 (V i r +/ / 6 ) (48) 

The resulting forcing function can be obtained analytically 
and is 
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r ^H^H6^R- 2H2H, + 2H2H4H6 -, 
F(t)=\ [l-rerfc(//7v7)] 

L 2H6
 J 

+ [//,+ 2H2H4 /v^r] vT+ i/2 / (49) 

where H7 = H6/(l -H4H6). Similar results can be obtained 
for polynomials in vT of increasing order; however, the 
algebra becomes increasingly complex. The simplest approach 
is to numerically invert R(s). 

Summary 

Using the unsteady surface element method, easily 
evaluated models have been developed for estimating the 
errors in surface temperature measurements with ther
mocouples for a variety of conditions. The models can be 
adapted to a particular situation by specifying relatively few 
parameters. For specific limiting cases, it is shown that the 
results are in excellent agreement with the literature. 

Acknowledgments 

The research was sponsored by Sandia National 
Laboratories, which is operated by the Western Electric 
Corporation for the Department of Energy under Contract 
No. DE-AC04-76DP00789 and by the National Science 
Foundation under Grant No. CME-79-20103. The computer 
code used for estimating thermocouple response for Cases 
I-V is available from the first author. The code, ap
proximately 100, lines, is written in HP BASIC. 

References 

1 Henning, C. D., and Parker, R., "Transient Response of an Intrinsic 
Thermocouple," JOURNAL OF HEAT TRANSFER, Vol. 39, 1967, p. 146. 

2 Burnett, D. R., "Transient Measurement Errors in Heated Slabs for 
Thermocouples Located at an Insulated Surface," JOURNAL OF HEAT TRANS
FER, Vol. 83, 1961, p. 505. 

3 Larson, J. B., and Nelson, E., "Variables Affecting the Dynamic 
Response of Thermocouples Attached to Thin Skinned Models," JOURNAL OF 
HEAT TRANSFER, Vol. 41, 1969, p. 166. 

4 Gat, U., et al., "The Effect of Temperature Dependent Properties on 
Transients Measurement with Intrinsic Thermocouple," International Journal 
of Heat and Mass Transfer, Vol. 18, 1975, p. 1337. 

5 Keltner, N. R., "Intrinsic Thermocouple Response," Proceedings of the 
20th International Instrumentation Symposium, Instrument Society of 
America, 1974, p. 91. 

6 Keltner, N. R., and Bickle, L. W., "Intrinsic Thermocouple 
Measurement Errors," Paper 76-HT-65, ASME-AIChE Heat Transfer Con
ference, St. Louis, MO., Aug. 1976. 

7 Cassagne, B., et al., "Theoretical Analysis of the Errors Due to Stray 
Heat Transfer During the Measurement of a Surface Temperature by Direct 

Contact," International Journal of Heat and Mass Transfer, Vol. 23, 1980, pp. 
1207-1217. 

8 Keltner, N. R., and Beck, J. V., "Unsteady Surface Element Method," 
JOURNAL OF HEAT TRANSFER, Vol. 103, 1981, pp. 759-764. 

9 Maglic, K. D., and Marsicanin, B. S., "Factors Affecting the Accuracy of 
Transient Response of Intrinsic Thermocouples in Thermal Diffusivity 
Measurement," High Temperatures-High Pressures, Vol. 5, 1973, pp. 105-110. 

10 Quandt, E. R.., and Fink, E. W., "Experimental and Theoretical Analysis 
of the Transient Response of Surface Bonded Thermocouples," Bettis 
Technical Review, WAPD-BT-19, Reactor Technology, June, I960, p. 31. 

11 Wally, K., "The Transient Response of Beaded Thermocouples Mounted 
on the Surface of a Solid," Proceedings of the 23rd International In
strumentation Symposium, Instrument Society of America, 1977, pp. 127-132. 

12 Heckman, R. C , "Intrinsic Thermocouples in Thermal Diffusivity 
Experiments," Proceedings of the Seventh Symposium on Thermophysical 
Properties, ASME, New York, 1977. 

13 Litkouhi, B., "Surface Element Method for Transient Heat Conduction 
Problems," Ph.D. dissertation, Department of Mechanical Engineering, 
Michigan State University, E. Lansing, Michigan, 1982. 

14 Shewen, E. C , "A Transient Numerical Analysis of Conduction Between 
Contacting Circular Cylinders and Halfspaces Applied to a Biosensor," MS 
thesis, University of Waterloo, Waterloo, Ontario, Canada, 1976. 

15 Moffat, R. J., "Temperature Measurement in Solids," Paper 68-514, 
Advances in Test Measurement, Vol. 5, ISA, Pittsburgh, Pa., 1968. 

16 Sparrow, E. M., "Error Estimates in Temperature Measurements," ch. 
1, Measurements in Heat Transfer, 2nd ed., edited byE.R.G. Eckert and R. J. 
Goldstein, Hemisphere Publishing Corp. 1976. 

17 Green, S. J., and Hart, T. W., "Accuracy and Response of Ther
mocouples for Surface and Fluid Temperature Measurements," Temperature, 
Its Measurement and Control in Science and Industry, Vol. 3, pt. 2, Reinhold, 
New York, p. 695. 

18 Hennecke, D. K., and Sparrow, E. M., "Local Heat Sink on a Con-
vectively Cooled Surface—Application to Temperature Measurement Error," 
International Journal of Heat and Mass Transfer, Vol. 13, 1970, pp. 287-304. 

19 Beck, J. V., and Keltner, N. R., "Transient Thermal Contact of Two 
Semi-Infinite Bodies over a Circular Area," Paper AIAA-81-1162, AIAA 16th 
Thermophysics Conference, Palo Alto, Calif., June, 1981. 

20 Norminton, E. J., and Blackwell, J. H., "Transient Heat Flow from 
Constant Temperature Spheroids and the Thin Circular Disk," Quarterly 
Journal of Mechanics and Applied Mathematics, Vol. 17, 1964, pp. 65-72. 

21 Marder, B. M., and Keltner, N. R., "Heat Flow From a Disk by 
Separation of Variables," Numerical Heat Transfer, Vol. 4, 1981, pp. 485-497. 

22 Luikov, A. V., Analytical Heat Diffusion Theory, Academic Press, New 
York, 1968. 

23 Carslaw, H. S., and Jaeger, J. C , Conduction of Heat in Solids, 2nd ed., 
Oxford University Press, London, 1967. 

24 Beck, J. V., "Average Transient Temperature Within a Body Heated by a 
Disk Heat Source," Heat Transfer, Thermal Control, and Heat Pipes, Vol. 70 
of Progress in Astronautics and Aeronautics, AIAA, New York, (1980). 

25 Stehfest, H., "Numerical Inversion of Laplace Transforms," Com
munications of the ACM, Vol. 13, 1970, pp. 47-49 and p. 624. 

26 Woo, K., "TI-59 Inverts Laplace Transformation for Time-Domain 
Analysis," Electronics, Oct. 9, 1980, pp. 178-179. 

27 Amos, D. E., On the Inverse of a Laplace Transform and its Numerical 
Evaluation, SAND81-2470, Sandia National Laboratories, Albuquerque, 
N.M.,Nov. 1981. 

28 Cetinkale, T. N., et al., "Thermal Conductance of Metal Surfaces' in 
Contact." Proceedings of the International Conference of Heat Transfer, 
London, 1951, pp. 271. 

29 Beck, J. V., "Transient Temperatures in a Semi-Infinite Cylinder Heated 
by a Disk Heat Source," International Journal of Heat and Mass Transfer, 
Vol.24, 1981, pp. 1631-1640. 

318/Vol. 105, MAY 1983 Transactions of the ASME 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



W. B. Krause 
Resident Research Engineer, 

RE/SPEC Inc. 
Rapid City, S.D. 57709 

Mem. AS ME 

A. R. Peters 
Professor and Chairman, 

Department of Mechanical Engineering, 
University of Nebraska-Lincoln, 

Lincoln, Neb. 68588 
Mem.ASME 

Heat Transfer From Horizontal 
Serrated Finned Tubes in an Air-
Fluidized Bed of Uniformly Sized 
Particles 
A primary objective of this work was to gather experimental convective heat 
transfer coefficient data for extended surfaces. The results were then compared with 
bare horizontal tubes in a similar flow environment. The finned tube configurations 
were considered an extension of the bare tube arrangements to enhance heat 
transfer. Heat transfer coefficients were computed from the heated tube surface 
temperature, the fluidized bed temperature, and the power input to the tube. 
Selected serrated finned tubes were used. The experimental heat transfer data were 
measured as a function of fluidized bed flow parameters and finned tube geometry. 
Several tests were performed using two different uniformly sized glass particles (.21 
mm and .43 mm). Fin efficiency factors were determined and presented as a 
function of mass velocity and as a function of a fin length parameter. The finned 
tube demonstrated a better heat transfer capacity over bare tubes for similar 
fluidization conditions. 

Introduction and Review of Previous Work 
Investigations carried out by experimental/semiempirical 

studies of Genetti and coworkers [1-4] assumed a particle 
mode of heat transfer. With suitable assumptions, a boundary 
value problem was formulated to describe the temperature in 
the particle while it is near the hot tube surface. Gamma 
distribution functions were utilized to predict the mean 
particle residence times. A heat transfer model was used to 
predict heat transfer in a thin rectangular fin attached to the 
heated tube. The heat transfer rate into the fin and convection 
coefficieint was determined, and then a suitable correlation 
was found for given tube-fin configuration. Similar studies 
have been conducted by Ziegler et al. [5]. Genetti compared 
his results with a correlation by Ziegler and found good 
agreement. Ziegler also found that the shorter the particle 
contact time, the higher the predicted heat transfer coef
ficient. 

Bartel and Genetti [3] studied bare tubes, finned tubes, and 
also tube bundles. They found that the rate of heat transfer 
from a bundle of tubes with long fins was almost independent 
of the spacing between tubes but with short fins the rate of 
heat transfer was quite sensitive to tube spacing. Heat transfer 
rates with all bundles increased with an increase in fluidizing 
air velocity, but in most cases a minimum was reached, and a 
further increase in air velocity resulted in a decrease in the rate 
of heat transfer. 

Priebe and Genetti [4] studied heat transfer from horizontal 
serrated finned and spined tubes in an air fluidized bed. Heat 
flux, fin spacing, particle diameter, and mass velocity were 
variables for finned tubes. Spine heights, spines per turn, 
material and mass velocity were variables for this case. 
Results from their study indicated that for serrated finned 
tubes the heat transfer coefficient fell rapidly for fin spacings 
less than 10 particle diameters. For spine tubes there was little 
difference in the heat transfer coefficient of large or small 
number of spines per turn, but the increased area of a large 
number of spines per turn yielded higher heat transfer rates. 

Contributed by the Heat Transfer Division and presented at the 
ASME/AIChE National Heat Transfer Conference, Orlando, Florida, July 
27-30, 1980. Manuscript received by the Heat Transfer Division November 9, 
1981. Paper No. 80-HT-48. 

Each tube type led to a correlation relating the particle Nusselt 
number to the variables studied. Deviation from the 
correlation was less than ±12.5 percent. 

Chen and Withers [6, 7] investigated the potential for use of 
finned tubes to increase the heat transfer duty per unit bed 
volume. These investigators defined a figure of merit as 
hAfinned/^bare. hAbve is the heat transfer coefficient times 
the surface area for a plain tube. The merit ratio was plotted 
as a function of W/d. From these results it can be observed 
that performance reaches a maximum over some range of 
W/d. Two primary cases result: increasing density of fins per 
unit length of tube increases performance; and fin height 
increase causes an improvement in performance. For the cases 
studied, maximum gain in heat transfer compared to plain 
tubes was in the range of 160 to 290 percent. 

Staub and coworkers [8] studied modeling of the flow 
behavior along with finned tube performance in the turbulent 
flow regime. In their study they summarized preliminary data 
to validate the scaling of turbulent bed behavior from room 
temperature to high-temperature conditions. Wood et al. [9] 
also conducted measurements related to the extent of the 
splash zone influence on tube heat transfer coefficients in 
horizontal banks of both bare and finned tubes. The tests 
were conducted with beds of silica (0.93-mm dia) fluidized 
with air at atmospheric pressure and room temperature in a 
0.3 m x 0.3 m cross-section. 

Additional studies are discussed by Saxena et al. [10]. The 
primary conclusions relating to horizontal finned heat ex
change tubes are: 

1 Fins increase the rate of heat transfer to tubes. 
However, their effectiveness increases, reaches a maximum, 
and then decreases with decreasing spacing distance and 
increasing fin length. 

2 An increase in tube-to-tube spacing in a bundle of short-
finned tubes, which reduces the resistance to particle 
movement between the tubes, increases the total heat transfer 
coefficient. 

3 Correlations developed for finned-tube heat transfer are 
for the most part based on the model by Ziegler et al. [5], 
which considers heat transfer only to the first particle layer 
near a heat transfer surface. This type of model is limited to 
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short residence times where the heat has not had sufficient 
time to penetrate to further particle depths. 

Analytical Methods 

Packet and Particle Models. Two models are used to 
verify experimental data. These models are based on the 
packet theory attributed to Mickley and Fairbanks [11] and 
the particle theory attributed to Ziegler et al. [5]. In the ex
perimental considerations for the respective models, it was 
determined that the heat transfer coefficient in the tube 
vicinity depends on several factors. Because of the number of 
variables involved and the complexity of their influence on 
heat transfer, the various correlations that have been 
proposed are only valid within the limits of the experimental 
conditions on which they were based. The heat transfer rate is 
controlled by the residence time of the particles or packets on 
the heat exchange surface. Residence time may be defined as 
the amount of contact time the emulsion (particles and air) is 
in contact with the heat exchange surface. 

Finned Tube Model Development. To find the tem
perature profile in a fin, a one-dimensional steady-state heat 
balance is made about a typical rectangular fin element. The 
details of these derivations are summarized in Kern and Kraus 
[12]. 

The first case utilized will be the Harper/Brown corrected 
length case. In this case the fin length is taken as 

FLC=FL + t/2 (1) 
For this case the heat input to each fin can be found from the 
Fourier heat conduction law, 

lrAdT 

dx 
(2) 

Differentiation of the temperature profile yields an expression 
for the heat to all fins; this expression is noted as, 
d o t a l - A T - ' 

= FN(h'P>k'Acs)'
ATanh(m-FLC) +Au/'fi (3) 

The convective heat transfer coefficient in equation (3) cannot 
be found explicitly; hence, it is necessary to assume an initial 
value for h and place this equation in an iteration scheme until 
convergence is reached. 

Experimental Considerations 

Experimental Fluidization Apparatus. The fluidization 
column (shown in Fig. 1) was constructed of 2.54-cm thick 
clear Plexiglas, with inside dimensions 33-cm wide by 30.5-cm 
deep and a height of 1.8 m above the distributor plate. The 
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Fig. 1 Schematic diagram of fluidization apparatus and air supply 
system 

entrance region and upper portion of the bed were joined with 
an airtight seal and flange gasket. Two insulating plates 
(Micarta Board) were attached to opposite sides of the column 
to mount experimental heat exchange surfaces. Static pressure 
taps and bed thermocouples were installed as shown in Fig. 1 
at evenly-spaced intervals. All temperatures were measured 
and recorded on a temperature recorder. The distributor plate 
utilized in the column was constructed of two sheets of 
perforated steel plates. To cause the required pressure drop 
and prevent the particles from falling into the entrance region, 
two layers of 140 mesh stainless steel wire cloth were sand
wiched between the perforated plates. 

Heat Transfer Apparatus. The bare and finned tubes were 
heated by a 25-cm long, 1700 W cartridge heater. Insulating 
mounting blocks were used at both ends to prevent heat loss. 
Temperatures on the tube were measured with 28 Ga. iron-
constantan thermocouples silver-soldered to the tube surface. 

A = 
Acs

 = 

Auf = 

d = 
DP = 
FL = 

FLC = 
FN = 

G = 
G,nf = 

h = 

h = 

area,total area 
fin cross-section area 
area of unfinned portion 
of tube 
particle diameter 
average particle diameter 
fin length 
corrected fin length 
number of fins 
mass velocity 
minimum fluidization 
mass velocity 
convective heat transfer 
coefficient 
average " t u b e - s i d e " 

H 
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kg 

ke 

ks 

m 

Nupfin 

convective heat transfer 
coefficient 

= /Zfin/̂ bare. heat transfer 
ratio 

= thermal conductivity of fin 
material 

= thermal conductivity of gas 
= thermal conductivity of 

emulsion 
= thermal conductivity of 

solid (glass) 

p h-P "1 ,/! 

= hdp/kg, particle Nusselt 
number for finned tube 

P = 
dotal = 

<7fin = 
t = 

T = 
Tbed = 

T = 
1 w AT = 
W = 
x = 
n = 
Q = 

fin perimeter 
total heat input to bare or 
finned tube 
fin heat transfer 
fin thickness 
temperature 
fluidized bed temperature 
surface temperature 
-* w -* bed 

fin gap 
distance 
fin efficiency 
^f in^ /^base^ tube . heat 
transfer capacity function 
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Fig. 2 Schematic diagram of finned tube configuration and heater
power supply system

Table 1 Experimental fluidization conditions

0.06 m/s

0.18m/s
19.2 mm (o.d.)
38-55°C
66-177°C
4.76,8.33, lUI,

and 17.46 mm
.76mm x 4mm
3 fins/em (approx.)
ESCOA Fintube Co.

0.21 mm and 0.43 mm
1-2.4 times Om!

Glass particle diameter
Air fluidization mass velocity range
Minimum fluidization velocity,

small particles
Minimum fluidization velocity,

large particles
Nominal bare tube and fin-tube diameter
Fluidized bed temperatures
Tube surface temperatures
Fin length (nominal)

Fin cross-section
Fin spacing on tube
Fin type-serrated

r -~.~~ ,~.~ I"~,

• .~ ~ •• ;' ~ '~.' ••• ":~I: ·:.h~..'11;:'''/'\ ........ :.

The details of this configuration are shown in Fig. 2 with
experimental conditions summarized in Table 1.

A photograph of the representative bare and finned tube
configurations is shown in Fig. 3. For both finned and bare
tubes the outside surface of the cartridge heater was coated
with a thin layer of copper anti-seize and heat transfer
enhancing material before insertion of the heater into the tube
configuration.

Experimental Procedure. The bed of particles was first
fluidized at a point above minimum fluidization. When the
system reached steady-state, the bed and tube temperatures
were recorded. Both readings were taken on a continuous 30 s
per point recording interval, and these values were averaged
after running at a fixed flow rate and heat input rate. The inlet
line air temperature was also recorded on a continuous basis
and was utilized to find the proper air inlet conditions to the
fluidized bed.

Power to the heater configurations was computed by
measuring the voltage and amperage. Conduction energy
losses were accounted for in the data reduction methods. A
power fluctuation of ± 2 percent was included in all error
analyses. For all test runs the fluidization column was filled to
a 60-cm static depth. All heat transfer coefficients were found
by determining the tube surface temperature at either the 0 or
180 deg angular orientation, i.e.: this orientation places the
measurement in a plane perpendicular to the vertical flow.

Presentation and Discussion of Results

Bare Tube Heat Transfer Results. The relative composite
variation of the "tube-side" convective heat transfer coef
ficient (at either the 0 or 180 deg angular orientation) for bare
heat exchange surfaces is shown in Fig. 4 for both large and
small particles. It should be noted that the convective heat
transfer coefficients found in this investigation are the
average of values obtained on the "sides" of the finned or
bare heat exchange tubes.

In Fig. 4, the upper and lower dashed lines represent the
upper and lower error bounds as specified by the experimental
measurement methods. For the small particles the composite
variation of error is approximately ± 7 percent, while for
large particles the error variation approaches ± 11 percent.

Fig. 3 Photograph of bare and finned tubes

Observation of Fig. 4 indicates the convective heat transfer
coefficients increase as a function of mass velocity. For the
large particles, the value of Ii. steadily increases and appears to
be reaching a peak. The increase in Ii. with flow rate is much
more rapid for the small particles. In both cases, the upper
limit of flow rate was taken to be where severe slugging of the
entire bed was initiated. For this reason a maximum ex
perimental value of Ii was not determined. The maximum
flow rate for all tests was limited to less than 2.4 times
minimum fluidization flow rate. The heated bare tube data
were used as a basis for comparison with the finned heat
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exchange tubes. The peripheral variation in temperature 
around the tube was very small, on the order of 1°C. This 
condition was present for both bare and finned tubes. Bartel 
and Genetti [3] confirmed this observation by determining 
that the largest temperature difference between any two 
angular points on the tube surface was less than 1 °C at 100°C 
tube temperatures. They also used a thermocouple at the mid-
length of the heated tube. 

Table 2 Comparison of average bare tube convective heat 
transfer data for similar parameters 

Investigator DJmm) G(k „/hr -m2) h(W/mi-°C) 
This study 
This study 
Bartel etal. [1] 
Bartel et al. [1] 
Vreedenberg [13] 
Vreedenberg [13] 

0.21 
0.43 
0.20 
0.47 
0.20 
0.47 

732 
1709 
732 

1709 
732 

1709 

471 
369 
539 
397 
426 
256 

Table 2 gives a comparison of the bare tube studies ith 
those of Bartel et al. and also a comparison with .he 
Vreedenberg correlation. This comparison shows that for 
similar flow conditions the experimental data are within ± 15 
percent of each other; however, the correlation underpredicts 
the data by about 40 percent at the extreme case. 

Finned Heat Exchange Tube Results. Variation of finned 
tube Nusselt number with the mass velocity parameters is 
shown in Figs. 5 and 6. These plots show the influence of fin 
height and particle size on the Nusselt number based on ex
perimental data. These results are a summary of the heat 
transfer data for finned tubes studied in this investigation. 
The best performance for the small particle system appears to 
be the 8.33-mm fin length at high flow rate conditions. The 
best performance for low flow rate conditions is obtained 
from the 4.76-mm fin length. It is readily apparent that a 
severe drop in heat transfer performance takes place with the 
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Fig. 4 Composite variation of the bare tube heat transfer coefficient 
for large and small particles 
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Table 3 Comparison of finned tube convective heat transfer coefficient with bare tube convective heat 
transfer coefficient for typical values of mass velocity ratio and finned tube length ratio 

FL G/G„ 

4.76 
4.76 
4.76 
4.76 

8.33 
8.33 
8.33 
8.33 

11.11 
11.11 
11.11 
11.11 

1.20 
2.00 
1.10 
1.52 

1.32 
2.08 
1.13 
1.63 

1.24 
2.20 
1.15 
1.60 

1 
0.78 
0.90 
-
-

0.65 
0.75 
-
--

0.66 
0.79 
-
-

H 

0.88 
0.88 
-
-

0.72 
0.99 
-
--

0.34 
0.49 
-
--

Q 

3.74 
3.74 
-
-

4.93 
6.77 
-
--

3.03 
4.44 
-
-

V 

_-
— 

0.81 
0.93 

__ 
— 

0.64 
0.79 

__ 
-

0.68 
0.70 

H 

__ 
— 

0.89 
0.86 

__ 
— 

0.81 
0.72 

__ 
— 

0.65 
0.67 

fl 
„ 

— 
3.80 
3.65 

__ 
— 

5.57 
4.95 

__ 
-

5.82 
5.97 

Table 4 Comparison 

Investigator 

of average finned 

A, (mm) 

singk ; tube convective heat transfer data for similar parameters 

FL(mm) 
G 

(kg/\a~ 
h 

•m2) ( W 7 m 2 - ° C ) 

This study 

Barteletal. [1] 

0.21 
0.21 
0.21 
0.20 
0.20 
0.20 

8.33 
8.33 
8.33 
9.52 
9.52 
9.52 

386 
547 
708 

273 
403 
454 

This study 

Barteletal. [1] 

This study 

Barteletal. [1] 

0.43 
0.43 
0.43 

0.47 
0.47 
0.47 

0.21 
0.21 
0.21 

0.20 
0.20 
0.20 
0.20 

'Testing not conducted in this range of parameters 

8.33 
8.33 
8.33 

9.52 
9.52 
9.52 

11.11 
11.11 
11.11 

19.05 
19.05 
19.05 
19.05 

1006 
1260 
1514 

977 
1221 
1587 

386 
547 
708 

488 
977 

1221 
1465 

273 
273 
273 

142 
148 
153 

199 
221 
227 

125 
136 
142 
148 

11.11-mm fin length. The evident deviation between the 4.76 
mm and 8.33 mm lengths is related to the interaction of W/d, 
length, and flow rate. 

Large particle finned heat exchange data are presented in 
Fig. 6. For these data there is a uniformly decreasing heat 
transfer coefficient as a function of fin length. The long fins 
tend to have less effective heat transfer. In all cases the tube 
temperature for the fin configurations was considered to be 
the base temperature of the fin. The error bounds for the 
finned tube configurations may be considered essentially the 
same as those found for bare tubes discussed in the previous 
section. These bounds are on the average ± 10 percent for all 
cases. The heat transfer coefficient for the finned tube 
configurations was computed by the methods given in the 
analytical methods section. These procedures accounted for 
the variation of temperature along the fins. In all cases the 
heat transfer coefficient computed was based on the wetted 
surface area of the fins plus the unfinned portion of the tube. 

Comparison of Finned and Bare Heat Exchange 
Tubes. The fin efficiency may be defined as 

V = 
Tanh(w« FLC) 

~m>FLC (4) 

This expression applies for the insulated fin tip case and the 
details of this derivation are summarized by Kern and Kraus 
[12]. Table 3 presents the variation of fin efficiency as a 
function of fin length for both particle sizes studied. For the 

longest fin configurations, the fin efficiency remains at 0.50 
to 0.70, depending on particle size. In all cases, the small 
particle system exhibits a general trend of higher values of fin 
efficiency, hence better heat transfer characteristics. 

The heat transfer capacity function, Q, is given in Table 3. 
This information implies a definite optimum fin geometry for 
the cases studied. The capacity function is a direct measure of 
the heat transfer capability for a finned tube relative to a bare 
tube under the same fluidization conditions. The heat transfer 
capacity can be increased by a factor of approximately six 
times, depending on flow conditions and fin geometry. For 
the large particle system this parameter did not reach a peak 
for the fin geometries studied. However, for the small particle 
system, the best fin arrangement appears to be the 8.33-mm 
length. The heat transfer capacity parameter (Q) could easily 
be applied in design applications for relative prediction of 
finned tube performance over bare tube performance. 

A good measure of finned tube performance is the ratio of 
effective convective heat transfer coefficients for fin con
figurations compared to heat transfer characteristics for bare 
tubes under similar fluidized bed flow conditions. When this 
ratio approaches unity, or even a fraction of unity, finned 
tubes will provide a higher heat transfer capacity per unit 
length than bare tubes. Table 3 also shows finned tube versus 
bare tube performance by illustrating the variation of H as a 
function of the fin length. Typical values of flow rate ranges 
are presented and compared for the different configurations. 
From Table 3, it may be observed that the tubes with shorter 
fins provide the best heat transfer when compared to bare 
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tubes of similar geometry and identical flow conditions. The 
results indicate that particles penetrate into the surfaces 
between the fins by an interactive relationship that depends on 
both fin height and fin spacing (fins per length). 

The finned heat exchange tubes studied in this investigation 
were supplied by ESCOA Fintube Company. The type of 
finned surface on this tubing is serrated (segmented) and to 
the authors' knowledge the literature includes only very 
limited studies of this particular tubing submerged in a 
fluidized bed. A previous study by Bartel et al. [1] considered 
this tubing. Table 4 presents a comparison of our heat 
transfer data compared to the Bartel et al. data. The con
sistent trend from this observation indicates that our heat 
transfer coefficients are significantly higher than those 
reported by Bartel et al. Both sets of data are based on the 
total heat transfer area on the finned tube. 

Conclusions 

It can be observed that there is a significant change in the 
heat transfer coefficient for different configurations of finned 
tubes. There appears to be a definite trend toward increasing 
heat transfer coefficients as fin height decreases. The in
terrelationship of fin height, fin width, fin spacing per length 
of tube, and finned tube material is complex and not directly 
shown by these results. The ability of fluidized particles to 
penetrate into the base region of fin tubes is influenced by 
both fin height and fin count. Blockage will result when fin 
count is increased to a degree where the spacing is less than 
several particle diameters. 
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Radiative Heat Transfer Through a 
Randomly Packed Bed of Spheres 
by the Monte Carlo Method 
Radiative heat transfer through evacuated randomly packed beds of uniform-
diameter spheres is considered. A Monte Carlo technique is used to simulate the 
energy bundle traveling through the voids of the bed. The randomly packed bed is 
assumed to be an absorbing-scattering medium with effective absorption and 
scattering coefficients. The packing pattern is modeled by a numerical simulation of 
rigid spheres slowly settling into a randomly packed assemblage. The Monte Carlo 
simulation of radiant energy transport through the packed beds generates the 
transmission curve as a function of bed height and sphere emissivity. The effective 
absorption and scattering coefficients of the randomly packed bed are evaluated by 
using the solution of the two-flux equations and Monte Carlo transmission results. 
Results show a strong dependence of the thermal radiative properties on the packing 
structure and the size and emissivity of constitutent spheres. Qualitative agreement 
is shown in comparison with other work which used regular cubic packing, and with 
existing experimental data. 

Introduction 

Radiative transfer through randomly packed beds of 
spheres is of importance due to its many industrial ap
plications. Accurate prediction methods are particularly 
needed in high-performance cryogenic insulations [1, 2] and 
in the case of a loss of coolant accident for the pebble bed 
nuclear reactor. In general, two major transport mechanisms 
can occur in an evacuated randomly packed bed of spheres: 
conduction through the solid contact between spheres, and 
radiative transfer through the voids. However, these two 
processes can often be decoupled effectively and considered 
separately [3]. The main purpose of this study is to develop a 
methodology to examine the radiative heat transfer process 
through the randomly packed bed of spheres. 

There are three commonly used models in the literature that 
describe the radiative heat transfer through packed beds. The 
first model common to a large number of analytical treat
ments is to approximate the heterogeneous random mixture of 
solid particles and voids by some regular geometrical 
arrangement of arbitrary solid and void bodies. Argo and 
Smith [4] and Chan and Tien [5] treated the solid and gas or 
void phases as alternating layers perpendicular to the 
direction of transfer. 

The second type is based on a random walk process 
proposed by Rosseland [6]. It is assumed that when the mean 
free path of the photon in the packed beds is only a small 
fraction of the geometrical dimensions of the absorbing 
medium, the passage of a single quantum of radiant energy 
takes place along what may be regarded as a random path. 
This is a radiation diffusion process as is the diffusion of heat 
by gaseous conduction at ordinary pressures. 

The third type of model is suggested by Van der Held [7], 
who considered the packed beds to be a pseudohomogeneous 
material, permitting description of the heat transfer processes 
by differential or integro-differential equations and boundary 
conditions. Hamaker [8] assumed that only two discrete 
fluxes exist inside the medium, one forward and the other 
backward, which leads to two coupled differential equations 
for radiation. 
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Brewster and Tien [9] have shown that dependent scattering 
effects must be considered when interparticle spacing is less 
than a few wavelengths. Thus, use of single scatter (in
dependent scattering) properties in cases such as that studied 
here can introduce significant errors. 

The objectives of the present study are to use a simulation 
of random packing of spheres to obtain information on the 
packed beds which affects the radiative transfer process and 
to perform Monte Carlo simulation of radiant energy trans
port through the packed beds by using the diffusion concept. 
The results of the transmission are used to predict the ef
fective absorption coefficient, the scattering cross section, 
and the radiative conductivity. 

General Considerations 

The theoretical basis for this investigation is the two-flux 
model, which assumes only two discrete fluxes exist in the 
packed medium, one forward and one backward. This 
assumption simplifies the integro-differential equation of 
transfer into two coupled differential equations 

di + 

-(a+s)i+ +si~ (1) dx 

di~ 

dx 
-= — (a + s)i +si + (2) 

where x is the coordinate in the direction of radiative heat 
transfer and perpendicular to the boundary plane of the 
packed beds, i + and i~ are the radiation intensities in the 
positive and negative x-direction, and a and s are the effective 
absorption coefficient and the back-scattering coefficient. 
Parameters a and s have strong dependence on the geometric 
properties of the packing, such as the void fraction, size, and 
surface properties of the constituent spheres and the tem
perature of the system. Equations (1) and (2) can be solved 
readily with proper boundary conditions if the parameters a 
and s are known. 

As shown by Chen and Churchill [10], the normalized 
transmitted flux defined as 

Sn(L) = 
i+{L) i+(L) 

/ + (0 ) 
(3) 
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Fig. 1 Physical model of a randomly packed bed of equal-diameter 
spheres 

can be found by solving the two-flux equations with the 
boundary conditions 

/+ =Soatx = 0 

i~ =0atx=L 

result is 

m 
S (L) 

" m cosh (mL) + ans'mh(mL) 

re m2=al-s2 

(4) 

(5) 

(6) 

a„=a + s 
and L is the bed height. Equations (4) and (5) represent a 
known input signal strength and no reflection. These 
boundary conditions also indicate that the boundary planes 
are black with emissivity equal to unity. Equation (6) is the 
analytical model used to fit experimental measurements or 
computer simulated results of S„ and L. 

The functional dependence of S„ on L is affected by many 
factors, such as the packing structure of the bed, size and 
surface property of the constituent spheres, and the tem
perature of the system. This relationship can be obtained by 
either a direct measurement from an experiment or a com
puter simulation of the real transport process. Both of these 
methods encounter some difficulties. For instance, it is 
difficult to build a randomly packed bed of spheres, and the 
ordering effect due to the containing wall cannot be ignored, 
especially for thinner beds. The direct transmission in thin-
layer samples contradicts the diffuse assumption of the two-
flux model. If the bed is too thick, accurate measurement is 
difficult due to the weak intensity transmitted through the 
bed, which introduces greater deviation in the measurement 
data. One of the most important factors in determining the 
transmission curve of a packed bed may lie in the definition of 
the bed height. There is always a deviation of bed height 

within plus or minus one sphere diameter. Since the trans
mission ratios are plotted directly against the bed height, the 
bed height, L, plays an important role in the entire analysis. 
The scattered data reported on the value of emissivity of 
different materials, which must be used in the analytical 
predictions, also add to the uncertainty of the results. 

The radiation transport through the randomly packed beds 
is simulated by a Monte Carlo technique using the known 
cumulative distribution function of the penetration distance. 
The radiative energy bundle is emitted from a reference plane 
at the higher temperature boundary of the bed. Each bundle 
path is traced, and all the interactions that occur in the 
medium before the bundle escapes from the bed are recorded. 

In the analysis, the radiative properties are assumed gray 
and temperature-independent. The surface of the spheres is 
assumed specular, and the size of the bed is made large 
enough to make Rosseland's diffusion approximation valid. 
The packed beds are evacuated; i.e., there is no attenuation in 
the voids. The conduction mechanism is decoupled completely 
from the radiative process. The effects of diffraction are 
ignored in the present analysis. Such effects could well be 
important, and are a suitable area for further study. 

The physical model consists of an infinite number of 
spheres of equal-diameter packed randomly in a slab of finite 
thickness as shown in Fig. 1. The randomness of the sphere 
packing is interpreted in the sense that the penetration 
distance for each energy bundle is determined from randomly 
packed spheres, and the center of each sphere being hit is 
determined randomly. Each path that a photon travels is 
independent of the others, and the history of the path is to be 
eliminated once its journey is over. 

Random Packing of Spheres 

Much effort has been expended on the subject of random 
packing of spheres in order to understand its special features 
and geometric properties. Knowledge of the packing structure 
within a randomly packed bed is essential for any rigorous 
analysis of the heat transfer within the bed. Among the ap
proaches of solving the packing problem, simulation is at
tractive, since the construction of random assemblages of 
spheres is easier and the information about the packing 
structure needed for the heat transfer analysis is far more 
detailed than experimental results can offer. Moreover, the 
retention of the coordinates of the spheres in the randomly 
packed beds makes it possible to carry out later analysis for 
special purposes. The simulation used here is based on the 
work by Tory [11]. A computer code PACKUT is a modified 
version of the original work by Tory used to obtain in
formation on the solid fraction distribution, as well as the 
extinction coefficient of the radiation in the randomly packed 
beds. 

The simulation describes the slow sequential settling of 

N o m e n c l a t u r e 

a = 
a„ = 
D = 
F = 

h = 
i+ = 
/"" = 
K = 
kr = 
L = 

absorption coefficient 
a + s 
sphere diameter 
parameter for calculating 
radiant conductivity 
incident radiation intensity 
forward radiant intensity 
backward radiant intensity 
extinction coefficient 
radiant conductivity 
bed thickness 

m 
n 

"i 

I = penetration distance 
,„ = mean penetration distance 

(«2„ - s2)* 
normal vector of the sphere 
surface 
components of the normal 
vector 

P = cumulative distribution 
function of the penetration 
distance 

p = probability density function 
of the penetration distance 

Re,Ry = random numbers 

So 

s 
U; 

w 

x,y,z 

X,Y,Z 

y 

e 
e 

= initial energy bundle 
strength 

= scattering coefficient 
= directional cosines 
= size of the packing con

tainer 
= positions in Cartesian 

coordinate system 
= axes of Cartesian coor

dinate system 
= cone angle 
= circumferential angle 
= radiative surface emissivity 
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• sinjfde 

Fig. 2 Unit hemisphere used to obtain emission point and emission 
direction of a sphere 

individual rigid spheres of equal diameter from a dilute 
suspension into a randomly packed assemblage. No bouncing 
and no bumping of precariously stable spheres to more stable 
positions is considered, and no consideration is made of 
spreading spheres apart to accommodate incoming spheres. It 
is assumed that each sphere in the bed must be supported by at 
least three others, and no sphere can overlap. Packing takes 
place in a semi-infinite box defined by [x, y, z \0<x<w, 
0<_y<w, z>0] . The simulation can be used to describe the 
packing between flat walls, or between periodic vertical 
bounding surfaces to avoid the wall effects. The latter yields a 
packing which is effectively infinite in the xy-plane. 

Once the initial coordinates of a sphere have been chosen, 
its path is completely determined. After dropping, each 
sphere seeks a position of minimum potential and, given the 
impenetrability of the spheres and floor, follows the con
strained path along which the potential gradient is a 
maximum. With the initial position of each new sphere 
determined and the coordinates of spheres already in known 
position, the final position of each new sphere can be 
calculated. A sphere is stable when any roll would incresse its 
potential. Any sphere which touches the floor is considered to 
be stable. After the coordinates of all the sphere centers are 
stored in the computer memory, the packing properties of the 
bed can be computed. 

The solid fraction of an array of spheres is defined as the 
ratio of the volume of the spheres to the total volume they 
occupy. Physically, it represents the density of the bed and is 
related to the probability that a radiant energy bundle can 
penetrate through the bed. There exists a range of solid 
fraction for a randomly packed bed of equal-diameter spheres 
[12]. The packing generated from this simulation represents a 
random loose packing and has a solid fraction of 0.58. As 
presently formulated, it is not possible to generate beds with 
other solid fractions using the simulation. 

Within a randomly packed bed, spheres may have different 
numbers of neighbors in contact. When a radiant energy 
bundle is emitted from a base sphere, the immediate 
surrounding of the base sphere will have a great influence on 
the fate of the bundle. A search is done to find the clustering 
features of the packed beds. The contact-number frequency 
function is defined as the probability of the different possible 
contact numbers that can exist within a randomly packed bed. 
The simulation used in this study shows a strong peak at six 
contacts, and the average number of contacts is ap
proximately six. Although it is realized that clustering in the 
vicinity of the base sphere does affect the radiation transport, 
in the following analysis, the extinction coefficient is obtained 
only for the most common situation when the contact number 
is six. 

The Extinction Coefficient of Randomly Packed Beds 
of Equal Spheres 

The radiation intensity through an evacuated randomly 
packed bed is attenuated by particle absorption and scat
tering. The change in intensity has been found experimentally 

to depend on the magnitude of the local intensity. If a 
coefficient of proportionality, K, which depends on the local 
properties of the medium is introduced, then the decrease is 
given by 

di(l) = -K(l)i(l)dl (7) 

where / is the radiation intensity, and / is the coordinate along 
the direction of radiation. K is the extinction coefficient in the 
layer; it is a physical property of the material and has units of 
reciprocal length. For a gas medium, K is a function of the 
temperature, pressure, composition of the material, and 
wavelength of the incident radiation. For packed beds made 
up of uniform-diameter spheres of the same material, under 
the assumptions made in the previous section, the extinction 
coefficient is only a function of the packing arrangement and 
the size of the constituent spheres; it is independent of particle 
absorptivity. 

A more appropriate interpretation can be achieved by 
reexamining equation (7) and noting that the fractional 
change in radiation intensity occurring over a distance, dl, is 
given by 

K(l) = 

did) 

id) 

dl 
(8) 

Hence, it is natural to interpret K(l) as the probability per 
unit path length traveled that the radiant energy bundle will 
undergo a reaction with a sphere surface in the packed bed at 
the position /. 

Equation (7) can also be solved by imposing an incident 
radiation intensity /0 at / - 0, giving 

i(l)=I0exp 
• ! > ' 

)dl* (9) 

If we interpret this equation in the sense of probability, then 

exp - 1 K(l*)dl* = probability that a radiant energy 
bundle moves a distance, dl, 
without any interaction 

K(l) exp t-s: K(l*)dl* = probability that a radiant energy 
bundle has its first interaction 
in dl about / 

With this interaction probability P(l), we can calculate the 
average distance a photon travels before interacting with a 
sphere surface in the packed bed 

/„, = jo°V(/)exp[- Jo KU*)dl*]dl (10) 

When K(I) is constant, carrying out the integral gives 

/„ 
f°° 1 

lexp(-Kl)dl=-
JO A 

d l ) 

demonstrating that the average penetration distance before 
absorption or scattering is the reciprocal of K when K does 
not vary along the path. Equation (11) provides a simple way 
of gaining some insight as to whether or not an absorbing-
scattering medium is optically dense with regard to radiation 
traveling through it. 

The value of K for different gas media under different 
physical conditions is a measurable quantity. For tem
perature-independent gray packed beds, the extinction 
coefficient is solely determined by the size of the constitutent 
spheres and the packing structure. 

To obtain the variation of A" as a function of distance from 
a base sphere, a Monte Carlo method is used with the known 
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Fig. 3 Variation of extinction coefficient as a function of distance 
from the base sphere 

coordinates of all sphere centers in a randomly packed bed of 
spheres. A sphere with six contacts is first selected randomly 
as the starting base for the emission of radiant energy bun
dles. The emission point in the surface of the base sphere is 
also determined randomly by assuming that each area element 
or solid angle in the sphere surface has an equal probability of 
being selected. As shown in Fig. 2, the probability of selecting 
a surface point at cone angle y, and circumferential angle 6, 
p(y,ff), can be calculated as 

Z>2sinY dy dd sin7 dy dd 
PW) = —7Jr̂ — = —IT— (12> 4irD2 4 T 

Assuming no circumferential variation, 
distribution functionP(y) ofp{y,d) is 

the cumulative 

P(y) = 

f T 
7r\ sin7*e?Y* 

= y (I-COS7) (13) 

and P(y) is a number between 0 and 1. If we choose a number 
randomly from the range 0 to 1, then the corresponding y 
angle can be calculated as 

7 = cos- 1 ( l -2 J R 7 ) (14) 

Since no dependence on circumferential angle, 9, is assumed, 
it is fairly obvious from intuition that 8 can be determined by 

e = 2irRf, (15) 
where Re is again a random number between 0 and 1. 

Once the position of the emission point on a sphere surface 
is known, the direction of the energy bundle leaving that point 
can be determined following the same procedure. Again, y 
and 6 are determined randomly by choosing a point on the 
surface of the hemisphere whose base is the plane tangent to 
the base sphere at the emission point. Because of the con
straint on the impenetrability of the sphere, the range for y in 
this case is between 0 and ir/2, which leds to the functional 
relation of 7 = cos^'CR-y). 

To find out whether this energy bundle emitted from that 
point in the direction determined above is able to penetrate a 
distance A/ about /, the coordinate of the midpoint of the line 
segment A/ is determined by 

X=sin7cos0+.X'O 

>' = sinYsin0+.)'o 

Z = COS7 + Z0 

(16) 

where (x0, y„, z0) is the coordinate of the emission point. The 
two end points of the line segment are obtained by replacing / 
with /+A//2 and / —A//2. Since the coordinates of all the 

f\ / 

CUMULATIVE 
DISTRIBUTION 

FUNCTION 

PROBABILITY 
DENSITY 
FUNCTION 

DlMeNSOMLESS DISTANCE FROM BASE SPHERE, 2/RADIUS 

Fig. 4 Probability density function and cumulative distribution func
tion of the penetration distance of radiant energy through a randomly 
packed bed of equal-diameter spheres 

sphere centers are retained in the computer memory, a search 
can be done to check whether any of the spheres in the packed 
bed will intersect with the line segment identified above. The 
A/ chosen for this study is 1/10 of the sphere diameter. 
Mathematically, if any point on this line segment has a 
distance from the center of any sphere in the randomly packed 
bed of less than the sphere radius, this energy bundle is bound 
to be attenuated. It is assumed that the spheres are opaque, 
and only absorption and scattering are considered. Once the 
energy bundle hits the surface, there is an interaction between 
the bundle and the sphere surface. This process is repeated by 
emitting many bundles from different spheres. The fraction 
of the bundles that is intercepted by the spheres during travel 
through the distance A/ divided by A/ represents the extinction 
coefficient, K(l), at position /. Different / are used to obtain 
the variation of the extinction coefficient as a function of /. 

In performing the Monte Carlo calculation of K(l), I up to 
three sphere diameters in length are examined. At each / 
value, 5000 energy bundles are emitted in order to obtain 
good statistical results. The K{1) values approach a constant 
number in the statistical sense after / values greater than one 
sphere radius due to the homogeneity of the randomly packed 
spheres. The result of the K(l) variation is shown in Fig. 3. It 
indicates that K(l)>D approaches approximately 1.75 after / 
greater than one sphere radius. 

The product of K(I)>D approaching a constant reveals 
some interesting facts. The optical thickness of the packed 
beds is defined by \'0K(l*)dl*, which in this case is ap
proximately equal to K(I) •/. If these two terms are written in 
nondimensional form, (K(l)-D)'(l/D), it is clear that the 
optical thickness then depends directly on the extinction 
coefficients and the thickness of the absorbing-scattering 
medium. This is analogous to a gas that is of uniform com
position, temperature, and pressure. K(l)-D equaling a 
constant indicates that the extinction coefficient is inversely 
proportional to the size of the constituent spheres in the 
packed bed, which implies that the effective thermal radiative 
properties have a strong dependence on the sphere size. 

In order to calculate the radiant energy transport through 
the packed bed, the probability that the bundle has its first 
interaction in dl at different I, p(l)dl, must be known. With 
K(l) at different / values known, K(l) exp [-\'0K(,l*)dl*] can 
be calculated by a numerical integration at each discrete 
point. The results are shown in Fig. 4. It shows that the most 
probable path length for a radiant energy bundle traveling 
through a randomly packed bed of equal-diameter spheres is 
approximately half of the sphere radius, and the probability 
that the bundle travels more than three sphere diameters 
before it hits a solid surface is nearly zero. The mean 
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Fig. 5 Selection of sphere center coordinate after initial emission and 
after reflection 

penetration distance of the radiation is obtained by 
multiplying the fraction absorbed at / by the distance / and 
then integrating over all path lengths from / = 0 to / = oo 
according to equation (10). The result shows that /,„ of this 
system for the radiation is about 0.66 sphere diameters. 

The cumulative distribution function of penetration 
distance, P(l) is obtained by 

P(l)=\ p(I*)dl* (17) 
Jo 

The results are shown in Fig. 4. This curve is used to deter
mine randomly the penetration distance of the radiation 
during each movement of the energy bundle. 

Simulation of Radiant Energy Bundle Traveling 
Through a Randomly Packed Bed of Spheres 

The main purpose of this simulation is to trace a sufficient 
number of radiant energy bundles to find out how much of 
the initial emitted energy is transmitted through the packed 
bed. The basic elements of the simulation consist of the 
determination of the penetration distance for each radiant 
energy bundle before it hits the solid surface, the random 
selection of the center coordinate of the sphere being hit, and 
the calculation of the reflected direction of the energy bundle 
by assuming that the sphere surface is specular. 

In the present simulation, each radiant energy bundle is 
emitted from a reference origin. After emission, this energy 
bundle moves in a certain direction specified by the direc
tional cosine (uit u2, w3) and penetrates a certain distance 
through the packed bed. This line segment with a direction 
can be viewed as a bound vector carrying a certain amount of 
energy, Ey, in the three-dimensional space. The function 
relating a random number to the cone and circumferential 
angles for emission is given by [3] 

7 = sin-'(i?;/l) 
and (18) 

By choosing a random number between 0 and 1, the 

Input emlss ivi ty 

di ameter, 
number of 

bed he 

bundle: 

sph 
ght, 

ere 
£ 

± 
Read in the c.d.f. of 

penetration distance 

± 

Emit initial bundle, 

determine direction ^ 

and new position 

Find center of 

sphere being hit 

Find reflected direction 

and new position 

Fig. 6 Computer flow chart for radiant energy through a randomly 
packed bed of equal-diameter spheres 

penetration distance can be obtained by mapping this random 
number to its corresponding function value according to Fig. 
4. The end point of the radiative energy vector can now be 
determined. This point represents a location on the surface of 
the sphere that has an interaction with the.incident radiation 
ray. 

From the above given condition, an infinite number of 
possible choices is available for the center coordinate of the 
sphere being hit. To determine the center coordinate of the 
sphere being hit after the bundle carrying a unit of energy is 
first emitted, it is assumed there is no impenetrability con
straint imposed on the selecting process. That is, the bounding 
plane of the packed bed has a wavy characteristic to eliminate 
the wall effect on the random packing of spheres. As shown in 
Fig. 5, the coordinate of the sphere center is determined by 
choosing randomly a point, as can be done by generating two 
random numbers and calculating the y and 6 angles according 
to the proper functional relationship, from the surface of a 
hemisphere whose base plane is perpendicular to the incident 
energy ray. The y and 6 angles are related to the random 
number, Ry and Re, by 

7 = cos~'(«7) 
and 
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Fig. 7 Normalized transmission curves of radiant energy through a 
randomly packed bed of steel spheres 

Fig. 8 Normalized transmission curves of radiant energy through a 
randomly packed bed of aluminum spheres 

6 = 2-KRa (19) 

The coordinate of the sphere center can now be calculated as 

x' = (Z>/2)sin 7 cos 6 

y' = (D/2)sin y sin 8 

z' = (D/2)cosy 

where x' ,y', z' are the coordinates of the sphere center at the 
X', Y', Z' coordinate system which uses the direction of the 
energy ray as the Z-axis. After a rotation and translation of 
the coordinate system, the sphere center coordinate according 
to the original coordinate system can be obtained. The 
transformation is needed due to the following involved 
reflection calculation. 

After hitting a sphere surface, the energy bundle will suffer 
a decrease in the amount of energy it carries due to the ab
sorption interaction. Out of the original Ey, eEy is absorbed, 
and (1 - e) Ey is scattered. The radiative transfer process 
continues with the bundle carrying less energy. 

Because the surface of the sphere is assumed to be specular, 
the rays incident on a sphere surface are reflected according to 
the following fundamental laws of geometrical optics: (a) the 
angle of reflection is equal to the angle of incidence; and (b) 
the incident ray, the surface normal at the intersection point, 
and the reflected ray all lie in the same plane. These two laws 
are sufficient to determine the direction cosine ux', u2', u}' 
of the reflected ray, given as 

u, = U/ -2n, 2rf "*"'* ' = !>2>3 (20) 

the component of the unit vector n at the point of intersection; 
n is given by 

grad hj(x',y',z') 
I — i. (21) 

where «, is the direction cosine of the incident ray, and «, is 

\%ra.Ahj(x' ,y' ,z')\ 

where (x', y', z') is the initial point of the reflected vector, 
and hj is a continuous function of the sphere surface. 

Once the direction cosines of the reflected ray are deter
mined, another random number is drawn to determine the 
path length for this bundle of energy (1 -e)E. With this 
penetration length and the directional cosines ux', u2', U}', 
the end point of the reflected ray vector can be obtained. At 
this point, again, interaction occurs between the energy 
bundle and the sphere surface whose center coordinate is yet 
to be determined. 

In the present simulation, only one sphere reflects the ray at 
any moment. That sphere will impose another constraint on 
selecting the center coordinate of the sphere to be hit by the 
reflected ray due to the impenetrability of the solid sphere, 
which requires that two sphere centers be separated by at least 
a sphere diameter distance to avoid overlapping. As shown in 
Fig. 5, due to this extra constraint, only part of the 
hemisphere surface is not eligible for the selection of the 
sphere center. It may require several repetitions of the 
selecting process to obtain a satisfactory sphere center, 
especially when the end point of the ray vector is too close to 
the previously hit sphere. The process is repeated until either 
the ray has lost most of its energy by multiple reflections or it 
passes through the bounding planes. 

On passing through a randomly packed bed of equal-
diameter spheres, the diffuse incident flux will be absorbed 
and reflected repeatedly. By performing the above transport 
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simulation, the transmittance of packed beds of different 
thickness can be obtained by summing all the energy passing 
through the bounding plane and dividing it by the total energy 
emitted. The flow chart of the Monte Carlo simulation 
program is shown in Fig. 6. Figures 7 and 8 show the result of 
simulation for e values of 0.32 and 0.40, which represent the 
emissivities of aluminum oxide and polished carbon steel as 
reported in [10]. The diameter of the sphere is 0.476 cm. Also 
shown in Figs. 7 and 8 are the experimental results of [10]. 

The present simulation cannot exactly duplicate the ex
periment in [10]. The result of the transmission in this study is 
done in an ideally randomly packed bed of spheres. The 
differences in transmission results between this study and [10] 
stem from many factors. First, a substantial deviation exists 
in the emissivity data reported in the literature, which directly 
affects the prediction of energy transmitted through packed 
beds. The assumptions made in the simulation, such as the 
specular surface, temperature, and wavelength independence 
of the radiative properties may also change the transmission. 
The characteristics of the packed beds in the experiment are 
affected by the wall effect, and the deviation of the solid 
fraction from random packing of equal-diameter spheres 
makes important differences in the extinction coefficient. 
Different definitions of the bed height for these two ap
proaches also contribute to the differences in the transmission 
curves. However, the functional dependence of the trans
mission on the emissivity indicates the same trend for both 
studies as shown in Figs. 7 and 8. 

The Effective Thermal Radiative Properties of a 
Randomly Packed Bed of Spheres from the Trans
mission Simulation 

Computer simulation of radiative transport through 
randomly packed beds supplies values of S„ as a function of /. 
It is also desired to obtain values of a and s by regression on 
equation (6). As the fractional deviation (rather than absolute 
deviation) is approximately equal for all data points in the 
simulation, the least square error requirement specified is that 

Table 1 Effective absorption and back-scattering coef
ficients of a randomly packed bed of equal-diameter spheres 

$ = 
" r s„Vj)-sWj)-

S„Uj) 

be minimized. In equation (22), n denotes the number of data 
points, S„ (lj) is the simulation value of S„ for they'th data 
point, and S„ ' {lj) is the correlation value of S„ at /. 

Since equation (6) is a nonlinear model, analytic regression 
is not possible, and it is necessary to resort to iterative 
methods. The numerical method used in this study was 
proposed and derived by Chen and Churchill [10]. Equation 
(6) is expanded into a Taylor series with higher terms trun
cated. Then the first derivatives of $, with respect to the 
variables a and m, are set to be zero. The resulting two 
equations are solved simultaneously to obtain the values of m 
and a„. This iterative process repeats until m and a„ converge 
to as many significant figures as desired. The values of 
radiation parameters a and s can then be calculated from these 
converged values by 

s=(a2„-m2)* (23) 

a = a„-s (24) 

The results of a and s for e values of 0.32 and 0.4 are shown 
in Table 1. These values have a large discrepancy when 
compared with the values shown in [10]. But the predicted 
trend for the dependence of a and s on emissivity appears to 
agree well with that experiment. In general, the predicted 
absorption coefficient is much higher while the back-
scattering cross section is lower. The sum of a and s for both 
cases, which represents the extinction coefficient of the 

Emissivity 

0.32 
0.40 

Absorption 
coefficient 

(cm-1) 
1.325 
1.847 

Scattering 
coefficient 

(cm-1) 
2.477 
2.073 

Extinction 
coefficient 

(cm 
3.80 
3.92 

system, centers around a constant value statistically. For D = 
0.476 cm, and using the previous conclusion that K'D = 
1.75, K can be calculated to be 3.67 c m - ' . This agreement 
verifies that the extinction coefficient in this kind of system is 
a function of the diameter but not of the emissivity of the 
constituent sphere. 

The radiant conductivity defined by 

kr=-(i+ -i-)/(dT/dx) (25) 

can be calculated according to the following relationship 
derived by [10] 

8ar0
3 

kr = f- (26) 
a + ls 

where a is the Stefan-Boltzmann constant, and T0 represents 
the bulk temperature of the packed bed. From Rosseland's 
diffusion approximation [3], the radiant conductivity can be 
expressed as 

16aro
3 

*-=i(^r (27) 

Both of these models can be rewritten as 
kr = 4FoDT<? (28) 

where F = 2/(a + 2s)D for equation (26) and F -
4/3 (a + s)D for equation (27). 

Equation (28) shows the radiant conductivity dependence 
on particle size or transmissivity, bulk bed temperature, and 
effective thermal radiative properties. By substituting the 
obtained values of a and s, the F values for the above two 
models, when eis equal to 0.40, are 0.70 and 0.71. 

(22) Discussion and Conclusion 

The transmission curves for different emissivities are 
obtained by a Monte Carlo simulation of radiative transport 
through randomly packed beds. The results of transmission 
are correlated in terms of a two-flux model to obtain the 
effective absorption coefficient and scattering cross section. 
The radiant conductivity can also be calculated from these 
quantities either by a two-flux model or by Rosseland's 
diffusion model. 

The transmission results are compared 'with a similar ex
periment [10]. Work by Chan and Tien [5] is also compared 
with the results of the present study. Reference [5] studied 
radiative transfer through simple cubic packing by deter
mining the scattering diagram of a unit cell, the optical 
properties of a series of thin microsphere layers, and the 
solution of the two-flux equations. No numerical results on 
transmission data or effective radiative properties were 
reported by their study; only a discussion of the qualitative 
variation of K, a, and s with some system parameters was 
presented. The fact that the extinction coefficient is inversely 
proportional to the sphere diameter agrees well in all three 
investigations and with rough extimates based on the Mie 
theory of single scattering [5]. The dependence of a and 5 on 
emissivity also agrees well. The difference of the transmission 
results between this study and the experiment was discussed in 
the section titled, "Simulation of Radiant Energy Bundle 
Traveling Through a Randomly Packed Bed of Spheres." It is 
also pointed out in [5] that this discrepancy may be attributed 
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to the fact that in the experimental system, due to the finite 
thickness of the packed beds, a considerable portion of energy 
may pass through the bed without encountering the ab
sorption and scattering process. In the present simulation, the 
wavy wall boundaries eliminate the nonrandomness near the 
wall to resemble a totally random system, which in turn 
reduces the transmission of radiation through the bed. The a 
and s are direct results of the transmission data and two-flux 
model. The existence of a difference between [10] and the 
present work is expected. 

The results of the present study lead to a better un
derstanding of the radiative heat transfer mechanism in a 
randomly packed bed of spheres. The Monte Carlo simulation 
allows a much clearer picture of the physical phenomena 
involved. 
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Two-Dimensional Radiation in 
Absorbing-Emitting Media Using 
the P-N Approximation1 

Radiative energy transfer in a gray absorbing and emitting medium is considered in 
a two-dimensional rectangular enclosure using the P-N differential approximation. 
The two-dimensional moment of intensity partial differential equations (PDE's) 
are combined to yield a single second-order PDE for the P-l approximation and 
four coupled second-order PDE's for the P-3 approximation. P-l approximation 
results are obtained from separation of variables solutions, and P-3 results are 
obtained numerically using successive-over-relaxation methods. The P-N ap
proximation results are compared with numerical Hottel zone results and with 
results from an approximation method developed by Modest. The studies show that 
the P-3 approximation can be used to predict emissive power distributions and heat 
transfer rates in two-dimensional media with opacities of unity or greater. The P-l 
approximation is identical to the diffusion solution and is thus applicable only if the 
medium is optically dense. 

Introduction 

The study of radiative heat transfer in a radiating medium 
has become increasingly important in such diverse fields as 
cryogenics, ablative protection, glass manufacture, and 
energy conservation. The mathematical difficulties involved 
in solving problems in these areas are substantial, since the 
basis for analyzing a radiation field in an absorbing and 
emitting medium is the equation of radiative transfer [1, 2], 
which is an integro-differential equation written in terms of 
the radiative intensity. By simultaneously solving coupled 
equations for the radiative transfer and for the conservation 
of energy, results for the temperature field and energy 
transfer are obtained. Often, these equations must be solved 
subject to boundary conditions which are posed as integral 
expressions. 

An exact solution of the equation of transfer may require 
integrations with respect to time, position, wavelength, and 
solid angle. For most practical problems, these complexities 
are prohibitive and often the gray medium and steady-state 
assumptions are used to simplify the problem. In addition, 
there are limiting cases which can simplify the integro-
differential equation of radiative transfer. The most often 
used approximations for the medium include (/) the trans
parent (optically thin), (ii) the diffusion (optically thick) and 
(Hi) the cold wall (emission) approximations [2]. Because these 
approximations are applicable only for particular tem
peratures, optical thicknesses and boundary conditions, the 
user must be careful not to employ these methods without 
considering his (or her) own special problem constraints. 

Although there have been several exact one-dimensional 
steady-state solutions presented for the radiative transfer 
problem, e.g., [3,4], only limited efforts have been directed in 
exact multidimensional formulations [5]. Instead, ap
proximate solution techniques have been sought. Two often 
used approximation methods assume that the intensity 
distribution is uniform over hemispherical solid angle regions, 
i.e., Milne-Eddington approximation [2] or that the intensity 
is uniform over solid angle regions (discrete ordinate method 
[6]). An alternative method of solution for radiative energy 
transfer problems incorporates the P-N differential ap-

This work performed at Sandia National Laboratories supported by the 
U.S. Department of Energy under contract number DE-AC04-76DP00789. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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proximation [7, 8, 9], in which the radiation intensity is 
approximated by a series of spherical harmonics. This sim
plification reduces the integral equation of radiative transfer 
to a series of differential equations by approximating the 
equation of transfer with a finite set of moment equations. 

In this paper, the radiative heat transfer problem for a gray 
absorbing and emitting medium in a rectangular enclosure is 
considered using the P-N differential approximation. 
Governing partial differential equations for the moments of 
intensity are developed incorporating the P-l and P-3 ap
proximations for the intensity distribution. The numerical 
methods used to solve the governing P-N equations are 
summarized along with representative results which are 
compared with numerical Hottel Zone solutions [10] and with 
results obtained by an alternative approximation solution 
developed by Modest [11]. These results show that the P-3 
differential approximation can accurately predict two-
dimensional emissive power distributions and heat transfer 
rates for rectangular enclosures for a variety of enclosure 
surface radiative properties and for different opacities. 

Formulation 

Two-dimensional heat transfer in a rectangular enclosure 
where the intervening medium may absorb and emit radiation 
is considered. The medium: (/) is assumed to have a 
refractive index of unity, (//) is assumed to be gray and to 
have uniform temperature independent properties and (Hi) 
may have internal energy generation. Also, the medium is 
assumed to be in local thermodynamic equilibrium and, 
further, to be in a steady-state condition. 

The rectangular enclosure is assumed to be infinite in the 
x2-coordinate direction. The surfaces are isothermal and may 
diffusely emit radiative energy. The walls may be specular 
and/or diffuse reflectors, though the specular reflectivity is 
uniform for all incidence angles. For situations where ad
jacent walls have different emissive powers, the corner values 
will be assumed to be the arithmetic average of the two wall 
emissive powers. Figure 1 presents the geometry and gives the 
nondimensional coordinate axes and emissive power boun
dary conditions. The surface emissive powers are non-
dimensionalized by the emissive power of surface one, which 
is assumed to be the highest surface temperature in the en
closure. All other variables are defined in the nomenclature. 

The medium emissive power and intensity are functions of 
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Fig. 1 Schematic of the rectangular geometry considered in the 
analysis 

the xx and x3 positions in the rectangular enclosure. The 
intensity distribution is also dependent on the elevation and 
azimuthal angles. Radiative transfer in the x2-coordinate 
direction is assumed zero. In addition, it is assumed that the 
convective and conductive energy exchange mechanisms are 
unimportant and can be neglected in this analysis. The 
governing energy conservation relation thus reduces to 

dQn + ?2« = A (i) 
di"! dr3 TH 

where Qri is the radiative heat transfer nondimensionalized by 
the emissive power of wall one. The radiative transfer is 
obtained by integration of the radiative intensity (multiplied 
by the direction cosine) over 4ir steradian solid angle. 

where 

Q«/0"i,r3) = /,-/'(7-,,T3,w)t/co 

c/co = sin0 d6 d4> 

(2) 

The nondimensional radiative intensity is obtained from the 
equation of radiative transfer, equation (3), given for an 
absorbing and emitting medium. 

/, 
dr 

+ /, dr + /': 
B 

(3) 
drx dr3 

To simplify the analysis associated with solution of coupled 
equations (1) and (3), the intensity distribution is represented 
by a series of spherical harmonics given by equation (4) [12] 

/'(^«)=E E ^"(W(u) (4) 

where A'l'(r) are position dependent coefficients and 57'(co) 
are normalized spherical harmonics given by equation (5) 

17(*>) = (5) 

The above relation is an exact representation for the intensity 
distribution in the limit as / approaches infinity. The ap
proximation occurs when the series is truncated; for these 
studies the first two odd spherical harmonics approximations 
are considered by assuming that 

A',"(r) = 0 (6) 

for /> 1 (P-1) and for / > 3 (P-3). 
The intensity expression is recast in terms of the non-

dimensional moments of intensity (defined by equations (7)), 
by substituting equation (4) into equations (7), performing 
appropriate integrations, and 

Zeroth Moment 

I0(r)=\ A /'(r,«)rfa (7a) 

M h Moment 

'u . •. * (f)=\ / , / , - . . AkI'(r,«)do) 

(ij . . .£=1,2,3) (lb) 

then algebraically solving for the unknown coefficients Af (r) 

Nomenclature 

am = 

A'/' = 

B = 

B; = 

Ei = 

H = 

I' = 

K = 

absorption coefficient 
position dependent coef- hj = 
ficients 
nondimensional medium hjk — 
emissive power = eb/ebl 

nondimensional emissive /, = 
power of wall / = ebj/ebl 

blackbody emissive power of L = 
wall i 
surface radiative property 
factor = (1 - e,)/e, 
height of rectangular en
closure 
radiative intensity distribu
tion 
nondimensional radiative 
intensity distribution = 
i'/ebi 
nondimensional intensity 
leaving enclosure surface S = 
nondimensional zeroth 
moment of intensity x,• = 
nondimensional first mo- Y'/' = 
ment of intensity (/= 1-3) 

Q'" 
li.i 

QRI 

r 
f 

R, 

nondimensional second mo
ment of intensity (ij= 1-3) 
nondimensional third mo
ment of intensity (ij,k= 1-3) 

direction cosine; /, =cos0 
and /3 = sin0 sin$ 
width of rectangular en
closure 
uniform volumetric source 
radiative energy incident on 
surface one 
nondimensional rth direction 
radiative heat transfer rate 
(/=1,3) 
aspect ratio = L/H 
vector position in medium 
surface radiative property 
factor — pdi/e, 
nondimensional volumetric 
source = Q'"H/eM 

position coordinate /(/' = 1 -3) 
normalized spherical har
monic; equation (5) 

Greek Symbols 

V 

Pi = 

Pdi 

Psi 
T; 

TL 

X = 

CO,CO 

CO; 

Kronecker delta 
diffuse emissivity of wall i 
normalized position in X\ 
coordinate direction = xx/H 
elevation angle (0 < 6 < -ir) 
total reflectivity of wall 
i = Pdi+Psi 
diffuse reflectivity of wall i 
specular reflectivity of wall i 
nondimensional optical 
position in coordinate 
direction i = «*,(/ = 1 -3) 
optical depth in xx -direction 
optical depth in ^-direction 
azimuthal angle (0 < <f> < 27r) 
normalized position in x3-
coordinate direction = x3/L 
solid angle 
surface radiative property 
factor = 2(l-2£,-)/3 
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in terms of the moments [8, 9, 13]. The switch from coef
ficients Af to moments of intensity is made because the first 
three types of moments have physical significance. The zeroth 
order moment, 70, is proportional to the radiation energy 
density and the first moments, /,-, are the radiative fluxes in 
the /-coordinate direction. The second moments, Iu, divided 
by the speed of light comprise the radiation stress and 
pressure tensor, analogous to the stress tensor in fluid 
dynamics. The higher order moments have no specific 
physical significance and are generated by analogy with the 
first three. 

For the two-dimensional geometry considered, symmetry 
with respect to the x2 -coordinate simplifies the P-3 ap
proximation intensity distribution and the following con
ditions for moments with " 2 " subscripts hold [14]. 

h=l2y=l222=0 (ij =1,3) (8a) 

h = *ijVo-Ii-h) (86) 
Im = h ~ ha - hjj (U = 1,3 and / jtj) (8c) 

The P-3 approximation for the intensity distribution is thus 
reduced to equation (9) [14]. The P-l approximation for the 
intensity is given by the first three terms of equation (9). 

d-^133 ^ 

3T, 

6 37, 
1 3T, 

3T3 

3 

~ 35 

- A 

3r, 

4 

3 37 13 

9r3 

din 6 37 33 3 37, 

37, o 

3/13 

- 5 

+ 4 

7 

3/33 

3r, 

di0 

= - / , . 

(1Q/) 

(lOg) 

(10/!) 
3T3 35 3T3 

+ 5 - ^ - = - 3 5 ( / 1 - / m - / 1 3 3 ) (100 
dr3 

.dl, 
- 3 5 ( / 3 - / 3 3 3 - / ) 1 3 ) (1Q/) 

dr, 3T3 3T3 

The moment of intensity partial differential equations for the 
P-l approximation are given by equations (10a-c) with the 
closure constraint for Iy given by equation (11), where 5^ is 
the Kronecker delta. 

hj = y 5y/0 (11) 

/ ' ( r , ,T3,#,(/>) = 
1 

4-7T 
70 + 37,cos0 + 373sin0sin0 + — (3/u 

7o)(3cos20- 1)+ 15713sin</>cos0sin0 

15 
+ — (70 - 7,, - 2733)cos2<£sin2 

+ — (57,,, - 37, )(5cos3 d - 3cos0) 

21 
+ — (5/3U -73)sin0sin0(5cos20-l) 

The left-hand side of the energy conservation relation, 
written in terms of moments of intensity since Qri is 
equivalent /,-, is the same as equation (10a). Thus, the non-
dimensional emissive power, B, is related to the volumetric 
generation and zeroth moment of intensity by equation (12). 

5(r1,T3)=-J-(— +/0) 
4 \TH / 

(12) 

105 
'(hi ~"/in -27133)cos2<£cos0sin2 

35 - i Li 

(373-47333-37311)sin30sin3e (9) fw{r,u) = ei—+ psiK(r,u*) + 
J 7T 

Solutions for the medium emissive power and for the heat 
transfer rates 7, and 73 are obtained from equations (12) and 
(106) and (10c), respectively, following solution of the 
coupled moment of intensity partial differential equations 
subject to appropriate boundary conditions. The exact 
boundary conditions for diffusely and specularly reflecting 
surfaces are obtained by considering the intensity leaving the 
surface in some direction co, given by equation (13) 

i;,(r,u)=fw(f,u) (13) 
where 

B, 

The equation of transfer is transformed into a series of 
partial differential equations in terms of the moments by 
multiplying equation (3) by appropriate direction cosines and 
integrating over 4 T solid angle. Equations (10) are obtained 
for the P-3 approximation following application of the 
"closure" constraints [15] and use of the x2-coordinate 
symmetry conditions. The closure conditions yield ex
pressions for the N+1 order moments of the P-N ap
proximation in terms of lower order moments of intensity. 
Details on the simplification process to obtain equations (10) 
are included in [14]. 

7T J to*^ 
I^(r,o)*)Ijdo>* (14) 

dh 
dr. 

Ik 
3r3 

37,3 
dh1 + 

9T[ 3T3 

din +djj3 
3T[ 3T3 

= 4B-In 

= - 7 , 

37, 37, 

3r, 

37,, 

dr. 

3T3 

9_/_133_ 

3r3 

-/,, + — B 

(10a) 

(106) 

(10c) 

(10d) 

(lOe) 

and u* is the incident intensity direction. The diffusely 
reflected incident intensity is integrated over the 2TT solid angle 
associated with incoming intensity over the hemisphere above 
the surface. The direction cosine multiplier in the integrand is 
associated with a unit vector normal to the bounding surface. 

Substitution of a P-N intensity distribution into equation 
(13) does not result in usable boundary conditions, since the 
angular dependence remains in the expression. If the general 
Marshak conditions are applied, this angular dependency is 
eliminated. The exact boundary conditions are satisfied in an 
integral sense by utilizing the general Marshak conditions as 
shown in equation (15) for the P-l (/=1) and P-3 (/=1,3) 
approximations [16, 17]. 

( K(f,u)Yr(u)do>= \ fwY>?<(G>)du> (15) 

(1=1,3) 

The integrations are performed for the hemisphere of solid 
angles over the boundary surface. The normalized spherical 
harmonics may be posed in terms of direction cosines and in 
combinations of direction cosines multiplied together. 
Equation (16a) is valid for the P-l approximation, while 
equations (16a) and (166) hold for the P-3 approximation. 
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y',"(cos0) oc /,. (; = 1,3) 

Y?(cos8) « 1,1 Jlk (/,/,*= 1,3) 
(16a) 

(166) 

P-l Formulation. The P-l moment partial differential 
equations are combined to yield equation (17) given in terms 
of normalized coordinates, x and r,. 

d2I0 , d2I0 

The appropriate boundary conditions are obtained by sub
stituting ^ into equation (13) for the top and bottom surfaces 
and by substituting /3 for the side walls. 

dl0 
/o(x,0) = co,r-^-

Or) 0,x 
+ 45, 

i t n a / ° 
01) 

+ 45 , 

/o(0,17) = 0); 
9x 

i,x 

+ 45 , 
0,1, 

h(hv) = ~"4 
a/o 
ax 

+ 4 5 , 
1,1 

(18a) 

(186) 

(18c) 

(18d) 

The P-l approximation governing equation and boundary 
conditions are equivalent to the two-dimensional optically 
thick diffusion relations developed by Modest [11]. This is not 
surprising since the one-dimensional diffusion formulation 
was also equivalent to the P-l formulation [2]. Closed form 
infinite series solutions for I0 may be obtained using 
separation of variables techniques described in [18]. These 
results have been previously given by Modest [11] and are 
omitted from this presentation. Heat transfer results for the 
P-l approximation are obtained directly from the I0 results 
since equations (19) and (20) hold for Ix and 73 respectively. 

/ i (x , i? )=-

A ( x , i » ) = -

dIo_ 

dr) 

dIo_ 

(19) 

(20) 

P-3 Formulation. The ten moment partial differential 
equations are combined algebraically to yield four second-
order partial differential equations in terms of I0,IU, 733 and 
713 given in equations (21) through (24) [14]. 

dx
2 

+ 3r2 d2h 
dr,2 

35 , 

[»% dX
2 + 4r-

d2I 

dxdy -1 h J 

20 
+ 3 5 7 i / I 1 - y 7 i ( 4 2 » - / 0 ) = 0 (21) 

dx 
11 -. O * 1 1 T " i l l 

-7 r i / u + 33 + 6r2 d2Iv 

dr)2 
3x2 

+ 6r 
a2/13 

3r2 d2I0 <H 
V + dX2 i] 

7 2 

dxoi) 3 

+ - r i ( 4 5 - / 0 ) = 0 (22) 

dx 
33 , 2 ^ ^3J n IT , 2 

- +r2~^r -lT2
LIn+r2 

dr,2 dri2 

+ 6r 
dxdrj 3 

d2Iu 
dx2 + rz 

1 

a2/, 13 

' ax2 

7 

V 

+ r 

ri/1: 

3?; 72 J 
+ — T i ( 4 B - / 0 ) = 0 (23) 

2r d2 

3 dxd»7 

1 
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The 16 necessary boundary conditions are obtained by 
substituting appropriate combinations of the direction cosines 
found in Table 1 into equation (15), incorporating the sim
plifications summarized previously in equations (16). The 
resulting boundary conditions are summarized in [14]. 

The solution of the coupled P-3 differential equations is 
accomplished numerically and the emissive power for the 
medium is obtained from the zeroth moment of intensity 
using equation (12). The radiative heat transfer in the xx- and 
x}-directions are functions of In and Il3 (equation (106)) and 
733 and Ii3 (equation (10c)), respectively, and are computed 
using second-order accurate finite difference expressions. 

Solution Method and Comparative Results 

Radiative transfer results for the P-3 approximation were 
obtained by a numerical finite difference solution of the 
coupled equations. In the P-l approximation studies, the 
infinite series solutions were truncated after 20 terms to assure 
four decimal place accuracy. All results to be shown were 
computed on the Cyber 170/750 computer system at the 
University of Texas at Austin. 

The coupled equations of the P-3 approximation were 
solved using elliptic equation successive-overrelaxation (SOR) 
techniques described by Ames [19]. The SOR method includes 
a relaxation parameter which optimizes the iterative solution 
procedure by decreasing the number of computation passes to 
obtain convergence. The four elliptic equations were solved 
independently, with only one of the moments of intensity 
being unknown during each SOR computation. After a 
computational "pass" was completed through each of the 
SOR subprograms, the previous results were compared with 
the newly computed results before the results were updated. If 
the relative errors between iterations were less than the 

Table 1 Direction cosine factors for the P-3 approximation boundary conditions 
Direction cosine factor 

Surface designation 
Nondimensional 

moment of 
intensity 

h 
hi 

hi 

hi 

One 
(bottom) 

• 

W i 

/ l 

M l / l 

/1 M a -

Two 
(top) 

M 1 / 1 

h 
M 1 / 1 

M 1 / 3 

Three 
(left) 

' 3 / 3 / 3 

M3/3 

h 
/ 3 / 3 / 1 

Four 
(right) 

M 3 / 3 

/ 1 / 3 / 3 

/3 

/ 3 / 3 / 1 
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T 1 1 I 1 1 1 1 1 [ 1 1 1 r 

Nondimensional Position n Nondimensional Position n Nondimensional Position n 

A : V = O.l B: X = 0.3 C! X = 0.5 

Fig. 2 Comparative P-N approximation results for the nondimensional 
emissive power in a square enclosure: TH =1.0, r = 1.0, B^ =1.0, B, = 0 
(I = 2, 3, 4), e; = 1.0 (/ = 1-4), S = 0 

I 1 1 I I I 
0 . 1 .2 .3 .4 .5 

Nondimensional Posit ion X 

Fig. 3 Comparative P-N approximation results for the nondimensional 
hot surface heat transfer rates in a square enclosure: TH =1.0, r= 1.0, 
B-, =1.0, B, = 0 (/ = 2,3,4), e/ =1.0 (/ = 1-4), S = 0 

prescribed maximum error criteria for all SOR computations, 
the solution was assumed to have converged, and the heat 
transfer results could be computed. 

The derivative terms of the governing equations and 
boundary conditions were expressed in terms of second-order 
accurate finite difference equations. Corner values for the 
moments were computed assuming that the surface boundary 
formulations could be incorporated. Results obtained for I0 
and 7,3 for the two adjacent surfaces were "weight averaged" 
by the lengths of the two wall increments. Corner values for 
Iu were obtained using the top and bottom In surface 
boundary conditions, while 733 corner values were computed 
using the side wall boundary formulations for /33. 

Typical finite difference computation times for rectangular 
geometries with aspect ratios less than three ranged between 
50 and 250 s. For aspect ratios of five, computation times 
approached 500 s. Solution convergence times decreased if P-
1 results or related P-3 results were provided to initialize the 
unknown moments of intensity. 

The P-N approximation results were compared with results 
obtained by Modest [11] and with numerical Hottel zone 
results provided by Larsen [20]. The former work in
corporates the diffusion solution and improves the results for 
moderately thick and optically thin media by introducing a 
number of geometrical parameters. The governing energy and 
emissive power equations with the included correction factors 
reduce to the exact solution for the optically thin and thick 

A : P-l Approx. B : P-3 Approx. 

Fig. 4 Comparative P-N approximation results for the nondimensional 
emissive power distribution in a square enclosure: T H = 1 . 0 , r = 1.0, 
B^ =1.0, B,=0( / = 2,3,4), e,= 1.0 (/ = 1-4), S = 0 

Nondimensional position n 

Fig. 5 Comparative nondimensional centerline emissive power 
distributions for different aspect ratios: rH =1.0, B% =1.0, 8/ = 0 ( / = 2, 
3,4),C/ = 1.0(/ = 1-4),S = 0 

limits with good accuracy for all intermediate optical 
thicknesses. 

The Hottel zone method is the most widely used numerical 
method for predicting two-dimensional emissive power and 
heat transfer results in rectangular enclosures. References [2] 
and [10] summarize the Hottel zone solution technique and 
should be consulted for further details. Note that 225 volume 
elements and 60 surface segments were used in this study to 
obtain the zonal results as was previously suggested by 
Modest [11]. 

Results 

Blackbody Surfaces. The baseline geometry for the two-
dimensional radiative transfer studies is the square enclosure 
with blackbody surfaces, where the optical thickness of the 
medium in each coordinate direction is unity. This geometry 
was chosen because the boundary conditions have an in
fluence throughout the medium when the opacity is moderate. 
Surfaces two, three, and four have prescribed emissive powers 

Journal of Heat Transfer MAY 1983, Vol. 105/337 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A i r - 0.5 

Fig. 6 P-3 approximation nondimensional emissive power 
distributions for different aspect ratios: TH =1.0, B^ =1.0, B,- = 0 ( / = 2, 
3,4), e/ = 1.0(/ = 1-4),S = 0 

Nondimensional Position n 

Fig. 7 Comparative nondimensional centerline emissive power 
distributions in a square enclosure when all walls have the same 
radiative properties: TH =1.0, r = 1.0, B^ =1.0, B, =0 0 = 2, 3, 4), Psi = 0 
(; = 1-4),S = 0 

of zero, and the emissive power of surface one is fixed at 
unity. The corner emissive power discontinuities have the 
greatest effect for the conditions defined, since the hot wall 
infinitesimally near the corner is emitting and absorbing and 
the cool side walls infinitesimally near the corner are only 
absorbing. For gray wall enclosures, the corner emissive 
power discontinuity is less critical because the cool surfaces 
can also reflect incident energy. 

Figures 2, 3, and 4 show representative nondimensional 
emissive power distributions and heat transfer rates for the 
baseline case. Results for three differential approximations 
are compared in Figs. 2 and 3 with results obtained from the 
Hottel zonal method [20]. The first two approximation results 
are given for the P-l and P-3 methods. The third differential 
result is a modified P-3 approximation which is obtained by 
solution of equations (21), (22), and (23) with 7,3 fixed at 
zero. 

The P-3 approximation results match the zonal results for 
the three x positions compared. The P-l and modified P-3 
results ( / n =0) underestimate the emissive power near the hot 
surface and overestimate the emissive power near the cool 
(top) surface. The modified P-3 results are superior to the P-l 
solution near the hot surface and are comparable to the P-l 
solution for the interior region (i;>0.2) and near the top 
surface. Figure 4 shows isoemissive power distributions for 

P-l Approx. 

P-3 Approx. (Pi = pgi) 

P-3 Approx. (p̂  = Pdi) 

A D O Numerical [20] 

.1 .2 .3 
Nondimensional posit ion X 

Fig. 8 Comparative nondimensional heat transfer rates for the hot 
surface of a square enclosure when all walls have the same radiative 
properties: 7 H =1.0, r=1.0, B-, =1.0, B , = 0 (;' = 2, 3, 4), Pl=p*; or «rf, 
(/ = 1-4),S = 0 

the P-l and P-3 approximations. Although the emissive power 
trends are similar, Fig. 2 has shown that the P-3 ap
proximation results are more accurate. 

The differential methods overestimate the hot surface heat 
transfer rates, as shown in Fig. 3, when compared with Hottel 
zone results. The error in heat transfer prediction increases 
near the corner where the discontinuity in emissive power 
occurs. The P-3 method results are superior to the P-l and 
modified P-3 results, although near the corner, the non-
dimensional heat transfer is above one. This is physically 
impossible for the black wall case according to equation (29), 

Qi.dx.v) 
G*i(x,0) = l - -

ebt 
(25) 

where qiA is the radiative energy incident on wall one. The 
overestimation of heat transfer occurs because of numerical 
finite differencing inaccuracies in the heat transfer com
putation and because the largest inaccuracies in the moments 
of intensity occur near the surfaces. The latter fact is shown in 
Fig. 2 at the bounding surfaces and has been previously 
discussed in references [2] and [9]. Similar overestimations in 
heat transfer along the hot surface were encountered for 
varied aspect ratio geometries and also for square enclosures 
with different opacities [14], although the error decreased 
with increasing opacity. It is recommended, based on this 
work, that the P-3 surface heat transfer results only be used if 
the smallest optical depth is unity or greater. P-l heat transfer 
results are inaccurate unless the medium is optically dense. 

Centerline emissive power results from the Modest analysis 
are compared with the P-3 approximation method in Fig. 5 
for different aspect ratio geometries. The centerline emissive 
power distributions for the two methods are comparable over 
the range of aspect ratios considered. The largest deviation 
occurs when the medium is optically thin in the x3-coordinate 
direction. The agreement in centerline emissive power 
distributions improves as the opacity in the x} -direction in
creases, and the two results are nearly identical to the one-
dimensional radiative solution for r=5.0. Additional P-3 
emissive power results for aspect ratios of r = 0.5 and r=5.0 
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Table 2 Nondimensional centerline emissive power distributions and hot surface heat transfer rates in a square enclosure 
when all walls have the same radiative properties: TH = 1.0, r = 1.0, Bt = 1.0, Bt. = 0 (i = 2,3,4), S = 0 

Wall radiative properties Nondimensional 
Nondimensinal centerline 

Diffuse Total Nondimensional emissive power 
emissivity reflectivity position 

P-3 P-3 P-3 P-3 

Hot surface heat transfer 
centerline and (average)'"' 

P-l 
pi = Pdi pi = Ps< P-l '-Pdi 

1.0 0.0 

0.0 
.1 
.2 
.4 
.5 
.6 
.8 
.9 

1.0 

0.522 
.453 
.392 
.291 
.250 
.215 
.159 
.136 
.117 

0.374 
.344 
.317 
.270 
.250 
.232 
.203 
.192 
.182 

0.274 
.268 
.263 
.254 
.250 
.247 
.241 
.238 
.236 

0.594 
.510 
.432 
.301 
.251 
.208 
.141 
.112 
.082 

0.427 
.386 
.347 
.279 
.251 
.227 
.189 
.172 
.157 

0.290 
.281 
.273 
.259 
.252 
.247 
.238 
.234 
.231 

Same 
as 
for 
P-3 

Pdi = Pi 

0.963 

(1.013) 

0.794 

(.865) 

Same 
as 
for 
P-3 
Pdi = Pi 

0.5 0.5 

0.0 
.1 
.2 
.4 
.5 
.6 
.8 
.9 

1.0 

0.416 
.377 
.340 
.276 
.250 
.227 
.190 
.174 
.160 

0.416 

(0.424) 

0.382 

(0.386) 

0.386 

(0.390) 

0.1 0.9 

0.0 
.1 
.2 
.4 
.5 
.6 
.8 
.9 

1.0 

0.282 
.275 
.268 
.256 
.251 
.246 
.239 
.236 
.233 

0.075 

(0.077) 

0.075 

(0.074) 

0.075 

(0.074) 

"Average nondimensional heat transfer results obtained from numerical integrations of surface heat transfer values 

1^=2 

Modest [ll] 
O A Numerical [20] O A ' . 1 [20] 

Nondimensional P o s i t i i 

A: T„ = 1.0 

Nondimensional Pos i t i t 

B: T = 0.1 

Fig. 9 Comparative nondimensional emissive power distributions for 
different optical thickness square enclosures with internal heat 
generations = 1.0, B, = 0, q = 1.0(/ = 1-4), S = 1.0 

are given in Fig. 6. The cool side walls significantly reduce the 
emissive powers in the interior of the medium for small aspect 
ratio geometries. For r-5.0, the interior emissive powers are 
largely unaffected by the side walls and approach the one-
dimensional radiative results. 

Gray Surfaces. Figures 7 and 8 compare the Hottel zone 
and P-N differential method results for the centerline emissive 
power and hot surface heat transfer when the enclosure walls 
are all gray diffusely reflecting and diffusely emitting sur
faces. A square enclosure with optical thickness TH = 1.0 is 
used in these studies. The P-3 results for the centerline 
emissive power compare well with the Hottel numerical 
results. The P-l results follow the same trends as reported for 
the black wall baseline case; i.e., they underestimate the 

emissive power near the hot surface and overestimate the 
emissive power near the cool (top) surface. It is interesting to 
note that as the wall emissivity decreases, the emissive power 
variation becomes less pronounced, and as the wall 
emissivities approach zero, the medium emissive power 
distribution approaches the optically thin limiting solution of 
B(x,v) = 0.25. 

The differential results approach the Hottel zone results for 
hot surface heat transfer when the wall emissivities are 
reduced. The corner discontinuity effects, as seen in Fig. 8, 
are also reduced when the walls are gray, and the heat transfer 
distribution becomes nearly constant for e,<0.5 (/=l-4). 
Although the P-3 method overestimates the heat transfer for 
e,>0.5, it is sufficiently accurate to be used instead of the 
Hottel method for predicting heat transfer in gray wall en
closures. 

Table 2 assesses wall specularity effects on nondimensional 
centerline emissive power and on heat transfer from the hot 
surface. All wall emissivities are equal and the wall reflec
tivities are either entirely specular or diffuse. The P-l results 
presented are for total surface reflectivities p, since the 
boundary condition formulations do not differentiate be
tween specularly and diffusely reflecting surfaces. Overall, 
the effect of specularity on the medium emissive power is 
limited. The medium emissive power is slightly higher near the 
hot surface if the walls are diffusely reflecting surfaces. This 
would be expected because the energy incident on the side 
walls from the hot wall is diffusely reflected and more of it 
will stay in directions near the hot wall than for the specular 
case. Near the top surface, the medium emissive power is 
increased if the walls are specular reflectors. The hot surface 
centerline and average heat transfer results are also nearly 
identical for the two types of surface reflectivity. The heat 
transfer is only slightly higher for the specular surfaces. 
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Internal Energy Generation. Uniform energy generation 
within a square enclosure comprised of black surfaces is 
considered for two values of optical thickness, TH=0A and 
TH = 1.0. For an optical thickness of 5 or greater, the emissive 
power distributions are comparable to the two-dimensional 
diffusion solution, and are thus not presented. The square 
enclosure is studied because the results obtained for each 
quarter section of the medium are symmetric. 

Figure 9 presents emissive power distributions (non-
dimensionalized by the internal generation rate) at x = 0.1 and 
X = 0.5 for the P-N approximation methods and for the 
Modest and Hottel zone methods. The P-1 results un
derestimate the emissive power for both optical thicknesses 
modeled. The inaccuracies in P-1 results grow with decreasing 
optical thickness, which would be expected since the P-1 
solution and diffusion solution are identical. The P-3 ap
proximation results are comparable to the Hottel zone results 
and Modest results for an optical thickness of unity. The P-3 
results underestimate the emissive power for the optically thin 
medium, but follow the trends given by Modest and Hottel 
results. The P-3 results are definitely preferred over P-1 
approximation results if T W < 1 . 0 when internal energy 
generation is included. 

Heat transfer results for the P-N methods along the en
closure surfaces follow similar trends. The P-1 approximation 
heat transfer results are nearly constant across the surface for 
optically thin media. The P-3 approximation results are more 
accurate than the P-1 results when compared with the Hottel 
or Modest results, although they typically underestimate the 
heat transfer near the corner and overestimate the heat 
transfer in the interior of the medium. For all cases con
sidered, the integrated energy totals matched the total 
volumetric generation, thus maintaining conservation of 
energy. 

Conclusions 

The two-dimensional radiative heat transfer studies have 
shown that the P-3 differential approximation can accurately 
estimate the emissive power distributions for rectangular 
enclosures for a wide range of surface radiative properties and 
optical thicknesses. The P-3 method overestimates the hot 
surface heat transfer, especially near corners where emissive 
power discontinuities are present. The P-1 approximation 
method is less accurate than the P-3 method for all cases 
considered and should not be used unless the medium is 
optically thick. Specific observations on the P-3 ap
proximation method are summarized below. 

8 The P-3 differential approximation yields accurate 
emissive power and heat transfer results for the radiative 
equilibrium case when the smallest optical thickness for the 
geometry is greater than 0.5. Above an optical thickness of 
unity, the emissive power results are comparable to the Hottel 
zonal method and Modest results. Though the heat transfer is 
overestimated, the magnitude of this error decreases with 
increasing opacity. 

8 P-3 heat transfer results for gray diffusely emitting 
surfaces and specularly or diffusely reflecting surfaces are 
improved over those obtained for blackbody enclosure 
surfaces because the corner discontinuity effects are reduced. 

8 The P-3 approximation yields accurate emissive power 

and heat transfer results when the medium has internal energy 
generation, so long as the opacity is moderate (TH and 
r L >1.0) . 

The overall conclusion obtained from these studies is that 
the P-3 differential approximation can be used with con
fidence to estimate emissive power distributions in moderate 
optical thickness rectangular geometries. This ac
complishment is noteworthy, because radiative results for the 
moderate optical thickness range of unity to 5 cannot be 
obtained accurately using the diffusion approximation or 
economically using the Hottel zonal method. Moreover, 
changes in the surface radiative properties or inclusion of 
internal energy generation do not generally increase the P-3 
method computation time. The major shortcoming of this 
differential method is that it overestimates the enclosure 
surface heat transfer characteristics. Note, however, that for 
"real world" situations where all surfaces would have 
nonzero temperatures and where there are no corner tem
perature discontinuities, the magnitude of this error should be 
reduced from the values shown here. 
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Laminar Forced Confection Heat 
Transfer in Spherical Annuli 
An analysis is presented of forced convection heat transfer in spherical annuli 
bounded by isothermal surfaces at different temperatures. Flow enters the annulus 
through a port in the outer sphere and exits through a diametrically opposite port. 
The conservation equations of mass, momentum, and energy are reduced to 
dimensionless form, and the governing parameters of the problem are identified. 
Solutions are obtained for several values of each of the governing parameters via a 
numerical finite-difference procedure. It is found that very complex flow patterns 
can prevail within the annulus, particularly at high Reynolds numbers. Details of 
the flow field are presented by means of velocity and pressure profile plots. The 
effect of the flow patterns on the heat transfer phenomena is discussed by 
examining temperature profiles and variations of the local Nusselt number along 
the spherical surfaces. In addition, the circumferential average Nusselt numbers at 
the two spherical surfaces are presented as functions of the governing parameters of 
the problem. These graphs of average Nusselt numbers constitute information that 
could be used in the design of spherical annulus heat transfer equipment. 

1 Introduction 

Forced convection heat transfer through spherical annuli 
bounded by concentric, isothermal spheres is a condition of 
interest to engineers on which relatively little information is 
available in the published literature. A practical instance in 
which such a flow condition occurs is when spherical con
tainers are employed for the storage of cryogenic liquids. 
Since spheres offer the minimum heat transfer area for a given 
enclosed volume, spherical containers are ideal for this ap
plication. Heat transfer to the cryogenic fluid is minimized 
by surrounding the spherical container with a concentric 
jacket and pumping a cold, "guard-cooling" fluid through 
the annulus. Another interesting heat transfer situation in
volving the spherical annular geometry is the cooling problem 
associated with the temperature control of gyroscopes. This 
latter problem has motivated a few experimental and 
theoretical investigations recently [1, 2]. In addition to these 
two applications, spherical annulus flows are employed in the 
cooling of spherical fuel elements in homogeneous nuclear 
reactors [3]. 

An examination of the literature reveals only a modest 
amount of prior investigation of the topic. An analytical 
solution of the energy equation was obtained by Cobble [4] in 
order to furnish heat transfer predictions. The solution was 
based on an assumed distribution of the tangential velocity, 
an assumption that was later demonstrated to be invalid by 
Rundell et al. [5]. Bird et al. [6] presented a solution of the 
fluid flow problem by employing the linearized Navier-Stokes 
equations under the assumption of creeping flow. The 
complexity of the hydrodynamic problem has prohibited an 
analytical solution of the complete Navier-Stokes equations in 
this situation. 

A few experimental investigations of fluid flow and heat 
transfer in concentric sphere annuli have been reported in the 
literature. Bozeman and Dalton [7] studied the fluid flow 
phenomena through flow visualization and demonstrated the 
complex flow patterns that occur in the annulus. Rundell et 
al. [5] measured the heat transfer rates from the inner sphere 
in an annulus comprising an isothermal inner and an adiabatic 
outer sphere. They obtained a correlation for the overall 
Stanton number for a range of Reynolds numbers and two 
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Fig. 1 Schematic depiction of the flow domain and the spherical 
coordinate system 

radius ratios. A supplementary experimental investigation by 
Cox and Sahni [8] extended the range of the preceding work to 
lower Reynolds numbers. The sphere size combinations 
employed in these two studies resulted in radius ratios varying 
between 1.1 and 1.2. Recently, Newton [1] investigated the 
forced convection heat transfer between approximately 
isothermal spheres. The radius ratios studied ranged between 
1.03 and 1.36, and the Reynolds number based on the inner 
sphere diameter varied between 4000 and 22,000. Correlating 
equations for the average Nusselt number at the inner sphere 
were presented. 

The problem has also been studied numerically through 
finite difference calculations by Astill [2] and Tuft [3]. In 
Astill's computations, the governing differential equations 
were first simplified by deleting terms containing second 
derivatives in the circumferential flow direction. This sim
plification is part of the set of assumptions embodied in 
boundary layer approximations. The resulting parabolic 
partial differential equations were solved by performing a 
marching integration starting from an assumed tangential 
velocity distribution at the upstream boundary. These 
calculations provided detailed descriptions of the radial and 
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Fig. 2 Finite difference discretization of the computational domain 

circumferential variations of the pertinent variables. The 
results are, however, limited to flow situations in which 
recirculation is absent. The finite difference computations of 
Tuft do not include the boundary layer approximations and 
are equally valid for flow situations with and without 
recirculation. However, the calculations performed in that 
work constitute a very limited exploration of the problem. 
The radius ratio was fixed at 1.2, and the effects of varying 
the radius ratio were not studied. Fluid properties were 
assumed to be those of water, and the influence of the Prandtl 
number was not examined. Additionally, the calculations 
were for a single inlet fluid temperature and a single inner 
sphere temperature. The thermal boundary conditions em
ployed in that work (isothermal inner sphere, adiabatic outer 
sphere) are different from those employed in the present 
investigation. 

The present study is motivated by a need for more detailed 
and complete information on the problem than is available 
from the prior work in this area. A knowledge of the values of 
the average Nusselt numbers at the two-sphere surfaces for 
various flow rates, radius ratios, etc. is important in the 
design of concentric-sphere heat exchange systems. This 
investigation is aimed at supplying such information. In 
addition, detailed information such as the circumferential 
distributions of heat transfer coefficients, and velocity and 
temperature distributions has also been obtained. In the 
present work, a study is made of the thermal and 
hydrodynamic phenomena occurring when a fluid is pumped 
into a spherical annulus through a port in the outer sphere, 
and flows out through a diametrically opposite port. The two 
spheres are assumed to be isothermal and at different tem
peratures. The exploration is confined to the case of pure 
forced convection in laminar flow. The authors recognize that 

at low Reynolds numbers, free convection effects might be 
strong enough to cause significant departures from pure 
forced convection. However, it was decided not to investigate 
the effects of buoyancy in the present work in view of the 
already large number of dimensionless parameters governing 
the problem. A study of the effects of buoyancy is a task of 
sufficient complexity to be reported in detail in a separate 
paper. Indeed, such an investigation has been completed at 
Tufts University and will constitute the subject of a forth
coming publication. 

Since the highly complex flow field precludes an analytical 
solution, a finite difference solution scheme described by 
Patankar [9] has been adapted for this work. The large 
number of governing parameters makes an exhaustive study 
of the problem prohibitively expensive. Therefore, solutions 
have been obtained for judiciously selected ranges of each 
parameter. The results obtained from these computations 
include local and circumferential average Nusselt numbers, 
temperature, velocity, and pressure distributions, and 
variations of a power loss parameter that represents the 
pumping power required to maintain the flow. 

2 Analysis and Solutions 

2.1 The Governing Conservation Equations. Figure 1 is a 
schematic representation of the calculation domain showing 
the flow configuration and the spherical coordinate system 
employed in the solution of the problem. The domain is 
bounded by concentric spheres of radii, rx and r2, and the 
flow is assumed to enter and leave the annulus through 
diametrically opposed circular ports, the apertures of which 
are denoted by a,- and a0, respectively. It is assumed that the 
flow is radial and uniform over the inlet port and that it is 
laminar, azimuthally symmetric, incompressible, and steady, 
throughout the calculation domain. The figure schematically 
depicts the entering flow as being turned smoothly by the 
inner sphere and flowing in the circumferential direction as 
indicated by the arrows. In fact, the flow patterns that prevail 
in the annulus are much more complex than depicted in this 
figure. 

The starting point of the analysis are the equations of 
conservation of mass, momentum, and energy, all expressed 
in spherical coordinates. Under the assumption of axisym-
metry, all terms pertaining to the azimuthal variation of the 
dependent variables are omitted from the conservation 
equations. Additionally, all fluid properties are treated as 
constants, body forces (such as gravity) are assumed to be 

Nomenclature 

EhE0 = mechanical energy fluxes 
at the inlet and outlet 
ports, equations (19), p = 
(20) 
reference energy flux, P = 
(equation (21) 
energy loss parameter, Pr = 
equation (22) r-± , r 2 = 
local and circumferential 
average heat transfer R = 
coefficients, equations 
(27), (24) RD = 
mass flow rate through Re = 
the annulus 

Nu/,Nu0 = local Nusselt numbers at Ti,T2 = 
inner and outer spherical 
surfaces, equation (28) U -

Nu/,Nu0 = circumferential average 

-Eref 

h,h 

rh 

N u s s e l t n u m b e r s , 
equation (25), (26) 
d imens iona l s ta t ic 
pressure 
dimensionless static 
pressure, equation (2) 
Prandtl number 
radii of inner and outer 
spheres 
dimensionless radius, 
equation (2) 
radius ratio, r2/r{ 

Reynolds number , 
equation (3) 
temperatures of inner 
and outer spheres 
dimensionless tangential 
velocity 

vr,vg = dimensional velocities in 
radial and tangential 
directions 

v = mean velocity in the 
e q u a t o r i a l p l a n e , 
equation (1) 
dimensionless radial 
velocity 
ratio of inlet velocity to 
mean velocity, equation 
(14) 
angular apertures of inlet 
and outlet ports 

6 = tangential coordinate 
$ = d imensionless tem

perature, equation (2) 
$, = d imensionless tem

perature of the inflow 

V = 

V, = 

ot>,an = 

342/Vol. 105, MAY 1983 Transactions of the AS ME 
Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



absent, and terms corresponding to viscous dissipation and 
flow work are not included in the energy equation. 

To identify the governing parameters of the problem, the 
conservation equations are expressed in dimensionless form 
through the introduction of a reference velocity, v, a reference 
length, rl, and a reference temperature difference (7^ - T2). 
v is defined as the average velocity at the equator (d = 90 deg) 
in the main flow direction. 

v = m/[pir(r2
2-r{

2)] (1) 

Dimensionless variables are then formed as follows 

U= ve/v, V= vr/v,R = /•//-, 

P=p/Pv2,<S>=(T-T2)/(Ti-T2)
 ( 2 ) 

In addition, the following dimensionless groups, which will 
appear in the dimensionless form of the conservation 
equations, are defined 

R0=r2/rl,Re = pv(r2-ri)/fi,'Pr = tu:p/k (3) 

The choice of (r2 -r,) as the characteristic length and v (the 
mean velocity at the maximum cross section) as the charac
teristic velocity must be borne in mind while examining the 
results to be presented later. Since the magnitudes of the 
Reynolds numbers at which computations were carried out 
will appear to be small, it may be noted that this is partly a 
result of the small magnitudes of v and (r2 ~rt). Other choices 
of characteristic length and velocity could result in ap
preciably larger Reynolds numbers for the same flow rate. 

The dimensionless differential equations expressing con
servation of mass, r and d momentum, and of energy may 
then be written as 

(l/R2)d(R2V)/dR + (l/Rsind)d(Usmd)/dd = 0 (4) 

VdV/dR+(U/R)dV/dO-U2/R=-dP/dR (5) 

+ [V2V-2V/R2-{2/R2sm6)d(Usme)/dd]{R0-l)/Re 

VdU/dR+(U/R)dU/dd+UV/R= ~(\/R)dP/dd (6) 

+ [V2U+(2/R2)dV/dd-U/(R2sm2d)](R0-l)/Re 

Vd$/dR+(U/R)d$/dd=V2<i>(R0-l)/(RePT) (7) 

Where V2 is the two-dimensional Laplacian expressed in 
spherical coordinates as 

V2=(l/R2)d(Rd/dR)/dR 

+ (l/R2smd)d(smdd/dd)/d6 (8) 

The problem specification is completed by a description of 
the boundary conditions employed in the analysis. As noted 
previously, the situation is treated as being azimuthally 
symmetric; this implies that the derivatives of the temperature 
and the radial velocity with respect to 6 are zero along the line 
segments AA' and BB' (see Fig. 1), and the tangential 
velocity itself vanishes there. Along the solid spherical sur
faces, the conditions of no-slip and impenetrability apply. 
The two surfaces are isothermal and maintained at different 
temperatures. Over the inlet port, the fluid velocity is purely 
radial, and both the inlet temperature and the inlet velocity 
are uniform. The aforementioned conditions are all con
ventional and require no further discussion. 

However, the appropriate boundary conditions to be ap
plied at the outlet port is an issue that merits further am
plification. It is evident that the conditions prevailing at the 
outlet port are strongly influenced by the flow situation 
upstream of the outlet port, and an a priori specification of 
the boundary conditions is not possible. On the other hand, 
since the fluid velocity at the outlet is expected to be 
predominantly in the outward radial direction, the influence 
of the downstream boundary values on the computed solution 
is expected to be minimal. Indeed, if the flow velocities are 
sufficiently large, the situation is completely dominated by the 

downstream convection of upstream values, and the outlet 
boundary values of t /and * are likely to be extremely close to 
the values at neighboring upstream locations. The 
mathematical equivalent of this is to set the radial derivatives 
of U and $ to zero at the outflow cross section. In the case of 
the radial component of velocity, this reasoning requires 
modification in view of the fact that the radial flow area 
increases with increasing radial distance. Mass conservation 
dictates a diminution of the radial velocity with increasing 
radius, and, hence, the condition of zero radial derivative 
would be inappropriate. However, any reasonable velocity 
distribution over the outlet port, that guaranteed global 
conservation of mass, would be acceptable. The validity of 
these assumptions will be discussed in section 3.1 in con
junction with the presentation of the results. Furthermore, 
since it is intimately linked to the finite difference com
putational scheme employed in the solution of the problem, 
the procedure adopted in specifying the radial outflow 
boundary velocity will be described in a subsequent section in 
which the finite difference solution procedure is discussed. 

With the exception of the radial outflow velocity, the 
boundary conditions may be expressed in terms of the 
variables of the analysis as follows 

dV/dd=U=d$/de = Oa.long6 = 0,6 = ir (9) 

U=V=0,$=latR = l (10) 

[ / = K = * = Oattf = 7 ? o a n d a , < 0 < 7 r - a o (11) 

t / = O , K = F / , $ = * , a t J ?= .R o andO<0<a , (12) 

3U/dR = d<i>/dR = O a t R = R 0 and 7 r -a 0 < 0 < T T (13) 

The quantity K, appearing in equation (12) represents the 
ratio of the inlet velocity to the mean flow velocity. This ratio 
depends solely on the geometry, and it can be demonstrated 
that 

K,.= (# 0
2 - l ) / [ 2 t f 0

2 ( l - cosa , . ) ] (14) 

Examination of equations (4-13) reveals that the problem is 
influenced by a formidable array of parameters: Re, Pr, R0, 
a,, a0 , and $,. In order to keep the computational effort to 
manageable proportions, the influence of the port apertures 
a, and a„ was not studied in the present investigation; a, and 
a0 were fixed at 0.2 radian. This represents ports of small 
aperture, and it is expected that decreasing a, and a0 would 
have very little effect on the solution. Despite this reduction, 
only modest exploration of each of the remaining parameters 
was possible. Two Prandtl numbers, 5 and 0.7, and three 
radius ratios, 1.2, 1.5, and 2.0 were studied. The values 0, 1, 
and 0.5 were ascribed to *,-, and the Reynolds number was 
varied in steps from 1 to an upper limit that depended on the 
value of R0. 

2.2 The Finite Difference Solution Scheme. The dif
ferential equations (4) through (7) together with their 
associated boundary conditions comprise a system of 
coupled, nonlinear equations of sufficient complexity to 
preclude an analytical solution. The finite difference solution 
procedure adopted for this work has been described in 
considerable detail in [9], and in view of this, only a brief 
overview need be provided here. 

The computational domain consists of a slice of the annulus 
that subtends an angle of one radian in the azimuthal 
direction. It is discretized by a set of intersecting, orthogonal 
control surfaces as depicted in Fig. 2. Also illustrated in Fig. 2 
is the deployment of the main grid nodes at which $ and P are 
computed and stored. The velocity components U and V are 
not, however, computed at the main grid nodes. Instead, they 
are computed at the "staggered" locations depicted in the 
figure. The use of staggered finite difference grids prevents 
the appearance of spurious, oscillatory solutions in the 
computed pressure fields. The propensity for such unphysical 
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control surfaces 

Fig. 3 Calculation of the radial velocity at the outflow boundary 

solutions to manifest themselves when staggered grids are not 
used is well documented in the literature. As described in [9], 
the finite difference equations are obtained by integrating the 
differential equations over each of the control volumes and 
employing exponential profiles between nodes to approximate 
the integrands. Exponential profiles are chosen in preference 
to the simpler linear profiles (central difference ap
proximation) in order to avoid physically unrealistic solutions 
at high flow rates. The choice of exponential profiles leads to 
the presence of computationally expensive exponential 
functions in the coefficients of the finite difference equations. 
Computational economy may, however, be preserved by 
approximating the exponential terms in the finite difference 
coefficients by simple power-law representations. 

In the present problem, since the fluid flow is uninfluenced 
by the temperature field, it is possible, and economically 
desirable, to obtain the hydrodynamic solutions first and then 
employ them as inputs to the solution of the thermal problem. 
The finite difference equivalents of the hydrodynamic 
equations (4) through (6) were solved by employing the 
SIMPLER solution algorithm described in [9]. In the SIM
PLER scheme, the solution process is started with guesses for 
the two velocity fields. Next, a finite difference analog of the 
Poisson equation for pressure is solved in order to extract a 
pressure field that is in conformity with the guessed velocity 
fields. The two momentum equations are then solved in 
sequence to obtain new velocity fields which may, however, 
not be in compliance with the continuity equation. Suitable 
corrections are then applied to the velocity fields in order to 
make them satisfy the continuity constraint. These corrections 
are calculated by the pressure correction procedure described 
in [9] (pp. 123-130). After these adjustments, the velocity 
fields exactly satsify continuity, but need not, in general, 
satisfy the momentum equations. Consequently, further 
iterations are initiated by returning to the Poisson equation 
for pressure, this time treating the updated velocities as initial 
guesses. Iterations are continued until the momentum and 
continuity equations are satisfied simultaneously to an ac
ceptable level of accuracy. 

The boundary condition that was applied to the radial 
momentum equation at the outlet port will now be described 
in greater detail. As mentioned earlier, the use of a zero radial 
derivative condition is precluded by considerations of mass 
conservation. A simple, but somewhat inaccurate, 
prescription would be to set the velocity over the outlet port as 
being uniform and equal to the inlet velocity. A more 
sophisticated prescription of the radial velocity distribution 
over the outlet port may be obtained as follows. It is 
reasonable to suppose that the velocities at the boundary 
nodes would be closely related to the velocities at their nearest 
inside neighboring nodes. Thus, with reference to Fig. 3, the 
radial velocity at the outflow boundary could be prescribed as 

Vb=yV„, (15) 

Where 7 is a constant, yet to be determined. The subscripts b 
and n refer respectively to the boundary and the nearest inside 

Fig. 4 Computed velocity vectors: Re = 1 

Fig. 5 Computed velocity vectors: Re = 10 

Fig. 6 Computed velocity vectors: Re = 100 

neighboring locations. The constant 7 is obtained by overall 
mass conservation. The total volumetric inflow rate at the 
inlet port and the volumetric outflow rate at the outlet port 
are, respectively, given by the expressions 

£ V,AA and £ VbAA (16) 
inlet outlet 

where AA represents the radial flow area of each control 
surface at the inlet or the outlet port, and the summations are 
carried out over the control surfaces spanning the ports. By 
continuity, 

inlet outlet outlet 

or, 

7 = ( 5 > , A / l ) / ( £ Vr,AA) (18) 
x inlet ' ' N outlet ' 

The determination of 7, of course, requires prior knowledge 
of V„, but, since the solution is iterative, the values of V„ are 
chosen to be the ones from the previous iteration. 

Initial computations were carried out at four different mesh 
sizes (21x11), (30x15), (35x18), and (35x24) in order to 
determine a grid distribution that would yield results of 
satisfactory accuracy. The numbers enclosed in parentheses 
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denote the number of main grid points in the circumferential 
and the radial directions. For each grid size, one uniform and 
one nonuniform distribution was tried. In the case of the 
nonuniform distribution, the grid points were closely spaced 
near each spherical wall in order to fully resolve the details of 
the boundary layers. On the basis of these initial com
putations, a decision was made to employ a nonuniform 
35 x 18 grid for all succeeding computations. 

The convergence of the solutions, particularly at high 
Reynolds numbers, was found to be extremely slow. The 
reasons for slow convergence are the coupling of the 
momentum equations and the complex nature of the 
secondary flows at high Reynolds numbers. To overcome this 
difficulty, the initial guesses supplied to the computer 
program were chosen to be quite close to the final solution. 
This was done, for example, by supplying the converged 
solution for Re = 80 as the initial guess for Re = 100. For 
most computations it was found necessary to underrelax the 
momentum equations in order to obtain convergence. Despite 
these efforts to expedite the convergence of the iterations, 
central processor times of the order of 10 min were required 
when, for example, the converged solution at Re = 80 was 
employed to get a solution at Re = 100. Typically, about 100 
iterations were required before an acceptable level of con
vergence was obtained. The computations were executed on a 
DEC-10 computer system. 

3 Results and Discussions 

Presentation and discussion of the results will be made in 
two parts. In the first section,, the important features of the 
fluid flow patterns at the various radius ratios and Reynolds 
numbers will be highlighted. In the light of this discussion, in 
the subsequent section the thermal phenomena will be 
presented and discussed. 

3.1 Fluid Flow. Figures 4 to 6 are depictions of the flow 
field in the form of velocity vectors drawn at chosen locations 
in the annulus. The magnitude of each vector corresponds to 
the magnitude of the dimensionless velocity at the foot of the 
vector. The radius ratio in all three figures is 1.5, and the 
Reynolds numbers vary from 1 to 100. The figures illustrate 
the considerable differences in the flow patterns at different 
Reynolds numbers. At Re = 1, the flow is mainly tangential 
throughout the annulus, and the velocity profiles resemble 
fully developed velocity profiles in pipe flow. There are no 
separated regions in the flow field. At Re = 10, the flow 
separates from the surface of the outer sphere at the edge of 
the inlet port and forms a toroidal recirculation region. It may 
also be observed that near the inlet region, the flow is 
deflected sharply by the inner sphere and tends to form a 
tangential jet. These features of the flow field may be ex
pected to strongly influence the circumferential distributions 
of the heat fluxes at the two spherical surfaces. With further 
increase in Reynolds number, the toroidal separation bubble 
increases in extent and causes the main flow to be closely 
confined to the region adjacent to the inner sphere in the form 
of a wall jet. Far downstream, the jet separates from the inner 
sphere surface and a small recirculation bubble is formed. 
Similar phenomena occur at the other radius ratios as well. 
However, the point of separation of the wall jet on the inner 
sphere varies considerably with the radius ratio. 

In all three figures, the acceleration of the flow in the 
vicinity of the outlet port is evident. Its direction may also be 
observed to be mainly radially outward. 

In view of the fact that computations have been carried out 
at Reynolds numbers as low as Re = 1, the validity of 
specifying boundary conditions at the inlet and exit port cross 
sections needs to be justified. It may be felt that the inlet and 
exit boundary conditions need to be specified far upstream 

Fig. 7 Circumferential variation of pressure along the surface of the 
inner sphere 

(R-I)/(R0-I) 

Fig. 8 Radial distribution of tangential velocity at several angular 
locations and Reynolds numbers: R0 = 1.5 

and downstream in the connecting inlet and exit pipes 
respectively, in order to avoid elliptic effects at the port cross 
sections. However, it must be borne in mind that the Reynolds 
number in this work is based on v (the mean velocity at the 
equatorial plane) as the characteristic velocity. Since the flow 
area in the equatorial plane is maximum, the mean flow 
velocity is minimum at this location. At the inlet and exit 
planes of the calculation domain, the flow velocities are much 
larger than v. Thus, although computations are presented for 
low Reynolds numbers, the flow velocities at the inlet and exit 
apertures are large enough to make elliptic effects at these 
locations negligible; i.e., there is very little upstream 
propagation of the convected quantities. This has been 
confirmed by direct numerical experiments, which will not be 
described here in the interests of brevity. 

Figure 7 depicts the circumferential variation of the 
nondimensional pressure along the surface of the inner 
sphere. Pressure distributions are shown for radius ratios of 
1.2 and 2.0 and several Reynolds numbers. As may be ex
pected, initially, the pressure drops sharply in the direction of 
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increasing 6 from the value at the forward stagnation point. 
Beyond the entrance region, two conflicting effects came into 
play. While skin friction tends to produce a steady diminution 
of pressure with angle, the increasing flow area tends to cause 
a pressure rise. The curves in Fig. 7 illustrate the various 
possible pressure distributions depending on the relative 
strengths of the two effects. In those cases in which an adverse 
pressure gradient exists over a portion of the circumference, 
the flow separates from the inner sphere at the angular 
locations depicted on the figure. 

Further details of the flow field are presented in Fig. 8, 
which contains the radial distribution of the tangential 
velocity component at several angular locations and two 
Reynolds numbers. The curves are plotted for the case of R0 

= 1.5, but similar distributions may be expected at the other 
two radius ratios as well. The very steep velocity gradients 
prevalent at high Reynolds numbers, near the inlet, are 
noteworthy, as are the regions of negative velocities near the 
outer sphere surface. 

In discussions of the hydrodynamics of confined flows, it is 
conventional to present the friction factor,/, as a function of 
the geometric parameters and the Reynolds number. The 
friction factor is a measure of the pumping power associated 
with maintaining the flow in the confined passage. If the area 
of the flow passage is constant, and if the pressures over the 
inlet and outlet sections are uniform, the friction factor is 
conveniently defined in terms of the pressure drop between 
inlet and outlet. In the present problem, however, the pressure 
distribution over the inlet and outlet ports is nonuniform, and 
the friction factor cannot be defined in the conventional 
manner. Instead, the difference in the total mechanical energy 
fluxes at outlet and inlet is calculated. In terms of dimensional 
quantities, these energy fluxes are obtained from the 
following equations 

*' = L (7 + T ) £ W ' (19) 

J outlet \ n 2 / 
dm (20) 

A reference energy flux EK( is defined based on the inlet 
velocity 

f vr
2 • 

£«f= . . i-dm (21) 
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Fig. 9 Variation of the energy loss parameter with Reynolds number 

Fig. 10 Average Nusselt number at inner sphere: Pr = 5 

The dimensionless rate of energy loss is then computed as 
follows 

•^Insc — 
E/-En (22) 

The variation of Eioss with Reynolds number for the three 
radius ratios investigated in this work is shown in Fig. 9. As 
may be observed, all three curves decrease with increasing 
Reynolds number and eventually level off. The asymptotic 
behavior of these curves is consistent with the expectation that 
at high Reynolds numbers, the energy loss per unit mass is 
proportional to the square of a characteristic velocity. As is 
well known, the "minor-losses" in pipe fittings and valves 
also vary in proportion to the square of the characteristic 
velocity. 

3.2 Heat Transfer. Discussion of the thermal phenomena 
occurring in the spherical annulus will be commenced by 
examining the variation of the Nusselt numbers at the inner 
and outer spheres. The circumferential average Nusselt 
numbers at the two surfaces are defined by the equation 

Nu = h(r2-rl)/k (23) 

where h is the average heat transfer coefficient calculated as 

h = Q M ( 7 - 2 - r , ) (24) 

Q is the total heat flux at the surface of either the inner or the 
outer sphere, and A is the corresponding surface area. By 
employing these equations and noting that the local heat flux 
per unit area is given by the expression q = —kdT/dr, the 
circumferential average Nusselt numbers at the two surfaces 
may be expressed as 

Nu 7 =-

\\o (dQ/dR) s i n d d d \ ( R 2 - R l ) 

2 ( * , - * 2 ) 

with d$/dR evaluated at the inner sphere, and 

(25) 

N u 0 = -
[ j (d$/dR)sm6d6~\(R2-Ri) 

2(*,^#2) 
(26) 

with d$/dR evaluated at the outer sphere. 
Attention isjiow directed to Figs. 10 and 11, in which the 

variations of Nur/R0 with Re have been plotted in log-log 
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Fig. 12 Average Nusselt number at outer sphere: Pr = 5 
Fig. 14 Circumferential variation of local Nusselt numbers at the inner 
and outer sphere surfaces 

coordinates. The two figures correspond to the two different 
Prandtl numbers investigated in_this work. The parameter R0 
has been employed to normalize Nuf in order to produce a 
value of unity in the conduction limit. Three sets of three 
curves are presented in each of these figures corresponding to 
the three values of inlet temperature, $,-, and the three radius 
ratios, R0. As might be expected, the curves corresponding to 
*, = 0 and $, =0.5 rise with increasing Re, with those for $, 
= 0 lying above the ones for $, = 0.5. Also, curves 
corresponding to greater values of R0 lie above those for 
smaller R0. The augmentation of the heat transfer rate at the 
inner sphere surface is quite large in some of the cases shown. 
For instance, at Re = 100 in the annulus of radius ratio 2, for 
Pr = 5 and <£, = 0, the overall heat flux at the inner sphere is 
enhanced by a factor of 20 over the heat flux in the limit of 
pure conduction. In the light of the fluid flow patterns 
displayed earlier, this tremendous augmentation of the heat 
transfer rate at high Reynolds numbers is not surprising. In 
sharp contrast, the curves corresponding to 3>, = 1 display an 
initial decrease with Re before reaching a minimum point and 
then rising again. Once again, the interpretation of these 
trends is facilitated by referring back to the figures that 

display the fluid flow patterns. The operating conditions 
corresponding to the minimum heat flux would be a desirable 
state to aim for in the design of cryogenicjstorage systems. 

In Figs. 12 and 13, the variations ofNu0 x R0 with Re 
have been plotted in log-log coordinates. The two figures 
correspond to the two different Prandtl numbers investigated. 
As might be expected, the curves for $,• = 1 and $, = 0.5 rise 
monotonically with Re. However, the curves for $, = 0 
decrease initially to a minimum before rising again. These 
trends are akin to the ones observed in the case of Nu/, and 
similar remarks apply to them. 

A comparison of Figs. 10 and 12 reveals an interesting 
aspect of the role played by the flowing fluid in influencing 
the heat transfer phenomena. It will be recalled that the 
dimensionless temperatures of the inner and the outer spheres 
are 1 and 0, respectively. For a dimensionless fluid inlet 
temperature of $, = 0, it is observed that the Nusselt number 
at the surface of the inner sphere is substantially augmented 
over the conduction limit, particularly at intermediate and 
high Reynolds numbers. The outer sphere Nusselt number is, 
however, drastically diminished. Thus, for the value of $, = 
0, the outer sphere is not an active participant in the heat 
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Fig. 15 Temperature variation in the radial direction at several angular 
locations: R0 = 1.5 

transfer process. It acts as a virtually adiabatic shroud for the 
fluid flow, while the active thermal interaction is between the 
flow and the inner sphere. 

The situation is reversed when the dimensionless fluid inlet 
temperature $, = 1. In this case, the inner sphere could be 
viewed as being virtually adiabatic, while heat exchange 
occurs between the flow and the outer sphere. For the in
termediate value of $, =0.5, the Nusselt numbers at the two 
spherical surfaces are comparable, and the rate of heat 
transfer from the inner sphere to the fluid is matched, ap
proximately, by the rate of heat transfer from the fluid to the 
outer sphere. The thermal interactions in this case involve all 
three participants—the inner sphere, the outer sphere, and the 
fluid flow. It is evident from these observations, that the inlet 
temperature of the fluid plays a pivotal role in determining the 
relative magnitudes of the heat transfer rates at the two 
spherical surfaces. 

The circumferential variation of the local Nusselt numbers 
at the two spherical surfaces will now be displayed. The local 
Nusselt number is defined by the equations 

nu = h(r2~rl)/k,h = q/(Tl-T2) (27) 
In terms of the dimensionless variables of the analysis, the 
Nusselt numbers at the inner and outer spheres may be ex
pressed as 

Nu7= -(d<S>/dR),(R2 -/?,)/(#, - * 2 ) (28) 
N u 0 = - 0 * / a * ) 0 ( t f 2 - * , ) / ( * , - f c j ) 

Figure 14 illustrates the circumferential variations of the 
local Nusselt numbers at the inner and the outer surfaces. The 
curves presented are for the case of *, = 0.5, R0 = 1.5, and 
cover a range of Reynolds numbers. The influence of the 
hydrodynamic phenomena on the thermal field is clearly 
discernable in these graphs. Attention will first be directed to 
the curves for Nu7. These curves start at relatively high values 
of Nu/ and then decrease sharply with increasing d. Ob
viously, the impingement of the entering flow on the inner 
sphere is responsible for the high heat transfer rates at the 
inner sphere surface near the entrance. 

During the review of this paper, a suggestion was advanced 
that the Nusselt numbers at the impingement point be 
compared with the corresponding Nusselt numbers in classical 
stagnation point flow as a means of validating the numerical 
solutions. In this connection, it is appropriate to point out 
that the flow situation in classical axisymmetric stagnation 
point flow is somewhat different from the present one. In the 

classical problem, the flow velocity along the stagnation 
streamline decreases monotonically from the free stream 
value. In the present case, the flow velocity increases from the 
value at the inlet port owing to the diminution of flow area. 
Thus, if the inlet port velocity were viewed as being equivalent 
to the free stream velocity of the classical case, the present 
numerical solutions would be much higher than the classical 
solutions. However, there is a way of obtaining a better 
comparison of the two solutions. This involves establishing a 
correspondence between the tangential velocities near the 
stagnation point in the classical and the present cases. For 
corresponding values of tangential velocity, the classical and 
numerical solutions agree within 10 percent in all the cases 
presented in this paper. It is clear that perfect agreement 
between the two cases should not be expected. 

Beyond the angle corresponding to the impingement region, 
the Nusselt numbers for Re = 10 and Re = 20 are com
paratively low and do not vary appreciably with 6. However, 
in the case of Re = 100, the effects of flow separation and 
reattachment on the local Nusselt numbers are evident. The 
Nusselt number drops to a minimum at the point of 
separation from the inner sphere surface and then recovers to 
produce a local maximum near the point of reattachment. 
This behavior of the local Nusselt number curve is charac
teristic of flows with separation and reattachment. 

The variations of the local Nusselt number at the outer 
sphere are depicted by the two curves corresponding to Re = 
20 and Re = 100. At Re = 20, the Nusselt number values are 
fairly uniform with d except for sharp peaks near the inlet and 
outlet ports and a local maximum near 6 = 80 deg. The high 
heat transfer rates near the inlet and outlet ports are produced 
because of the large flow velocities adjacent to the sphere 
surface near the ports. The local maximum near 6 = 80 deg is 
caused by the impingement of the flow that jets off tangen-
tially from the inner sphere surface. At Re = 100, the Nusselt 
numbers near the inlet and outlet ports are much higher than 
at Re = 20. In addition, the large toroidal eddy that is cen
tered around 6 = 110 deg produces a pronounced local 
maximum in the heat transfer coefficient. The location of this 
peak corresponds well with the location of the trough and 
peak in the Nu7 curve. 

Finally, attention is directed to Fig. 15 in which radial 
temperature profiles are presented at four angular locations 
for two Reynolds numbers. These curves are plotted for Pr = 
5, *, = 0.5, and R0 = 1.5. At Re = 10, the evolution of the 
temperature profiles with angular location from the classic 
boundary layer shape to the near linear, conduction 
dominated shape is clearly seen. The large temperature 
gradient at the inner sphere surface at the angular location 6 
= 32 deg is noteworthy. At the other angular locations, the 
temperature gradients are relatively small at both spherical 
surfaces. In the case of Re = 100, all the temperature 
distributions are observed to be quite steep at both sphere 
surfaces and substantially flat in the middle. This heat 
transfer situation is evidently dominated by the convective 
transport processes. 

4 Conclusions 

In the present paper, forced convective heat transfer in 
laminar flow between concentric, isothermal spheres has been 
studied. Numerical finite difference solutions have been 
obtained for a range of the governing dimensionless 
parameters of the analysis. The circumferential average 
Nusselt numbers at the two spherical surfaces have been 
presented as functions of the Reynolds number, Prandtl 
number, radius ratio, and dimensionless inlet temperature. 
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These graphs indicate that the heat transfer rates are very 
strongly influenced by the Reynolds number and the 
dimensionless inlet temperature. Qualitatively similar effects 
are obtained at the two Prandtl numbers and the three radius 
ratios investigated in this work. 

In addition to the circumferential average Nusselt numbers, 
the pumping power required to sustain the flow is information 
that is useful from the standpoint of design. A power loss 
parameter that is proportional to the pumping power has been 
presented as a function of Reynolds numbers and radius ratio. 
This parameter is found to decrease asymptotically with 
increasing Reynolds number and is highest for the lowest 
radius ratio. 

Details of the fluid flow and heat transfer phenomena 
within the spherical annuli have been highlighted through 
velocity vector plots, graphs of local Nusselt number 
variations, and temperature profiles. Marked changes in the 
flow patterns at different Reynolds numbers and radius ratios 
are observed. These flow patterns in turn are demonstrated to 
have significant influence on the local heat transfer rates. 
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Transient Forced Convection Heat 
Transfer to Helium During a Step 
in Heat Flux 
Transient forced convection heat transfer coefficients for both subcritical and 
supercritical helium in a rectangular flow channel heated on one side were measured 
during the application of a step in heat flux. Zero flow data were also obtained. The 
heater surface which served simultaneously as a thermometer was a fast response 
carbon film. Operating conditions covered the following range: Pressure, 1.0 x 10s 

Pa (1 bar) to 1.0 x 106 Pa (10 bar); Temperature, 4 K-10 K; Heat Flux, 0.1 
W'/'cm2 -10 W/cm2; Reynolds number, 0-8 x 10s. The experimental data and a 
predictive correlation are presented. 

1 Introduction 
A knowledge of heat transfer to helium under transient 

conditions is required for the design and operation of large 
superconducting systems. Because the heat transfer during a 
short heat pulse can be many times greater than the steady-
state value, the use of steady-state heat transfer predictive 
correlations may lead to unnecessarily conservative designs. 
For small prototype systems this conservatism may be ac
ceptable. However, as current densities, operating fields, 
stresses, etc., are pushed upward, evidence from the work of 
Dressner [1] and Wilson [2] indicates that some estimate of 
the time-dependent heat transfer is necessary to predict the 
superconductor performance during and following a transient 
heat (power) pulse. 

In recent years, transient heat transfer data to static helium 
have been provided by several authors, e.g., Jackson [3], 
Tsukamoto and Kobayashi [4], Bailey [5], Iwasa and Apgar 
[6], Steward [7], Schmidt [8], and Brodie et al. [9]. 

In this report, we discuss measured transient heat transfer 
to helium under forced flow and zero flow conditions after a 
step heat input. The range of the test variables was: 

(0 Pressure: 1.0 x 105 Pa(l bar) to 1.0 x 106 Pa (10 bar) 
(ii) Temperature: 4 K-10 K 
(Hi) Heat Flux: 0.1 W/cm2-10 W/cm2 

(iv) Reynolds Number: 0-8 x 105 

2 Description of Apparatus and Experimental 
Measurement 

2.1 Experimental System. The basic experimental system, 
shown in Fig. 1, employs a small centrifugal pump, suspended 
from the top plate of the cryostat. Helium is circulated 
through the test loop, which contains a turbine flowmeter and 
the experimental test section. During the subcritical runs (at 
atmospheric pressure), the inner cell can and isolation shield 
are removed and the liquid helium in the outer reservoir serves 
as the test fluid. For the supercritical runs (at elevated 
pressures and temperatures) the inner cell and isolation shield 
are replaced so that the elevated operating condition can be 
attained. However, for the 4 K runs the isolation shell is 
removed. 

2.2 Test Section. The test section heater surface, which 
serves simultaneously as a thermometer is a fast response (less 
than 1 /xs) carbon film with dimensions 0.5 x 1 cm. The film 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 15, 
1982. 

is situated in a rectangular flow channel such that the flow is 
parallel to the 1-cm dimension. The depth of the flow channel, 
normal to the heater surface is 0.15 cm. A length of uniform 
channel, approximately 18 times the channel depth, precedes 
the test heater to insure a fully developed momentum 
boundary layer. In order to avoid thermal entrance effects, a 
preheater (LID based on depth = 2.3) precedes the test heater 
and is maintained at the heat flux level of the test heater. A 
greater LID would have been more desirable (e.g., 20). Due to 
the size limitations of the available carbon films, and in order 
to avoid discontinuity in the surface which would have been 
difficult to avoid if a second film were inserted upstream of 
the test film, this limited LID was accepted. It is recognized 

^Liquid Helium 
Cryostat 

/Liquid Helium 
M a t m . press.) 

Inner Cell 
(pressure to 
1 MPa) 

-Isolation 
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Exchange Gas 
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lonlat lnn -^ / / 

Test Heater' 

Pump Inlet 

Fig. 1 Schematic of the forced convection transient helium heat 
transfer apparatus 
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that entrance effects may be more pronounced in the near-
critical region. 

In the early part of transient heating, where molecular 
conduction predominates, the ratio of heat flux going into the 
fluid to that going into the substrate is approximately 

^ - ( T S M V I X (I) 

where k is thermal conductivity, and a is thermal diffusivity. 
For helium and a quartz substrate at 4 K this ratio is ap
proximately 16; however, at 10 K the ratio is approximately 
1.0. 

In the steady state the heat flux ratio before the bulk 
temperature in the flow channel rises significantly is 

/ 5S 8; 1 \ 

^=Mt+T-n-) (2) 

where hf is the film coefficient between the carbon film and 
fluid, hjf is the film coefficient between the insulation and 
fluid, and 8S and 6, are the thickness of the substrate and 
insulation. Using a range 0.05 < hf < 0.8, and ignoring l/hif 

which is small compared to 5,/£ ;, we get 

50<qf/qs<S0O 

Therefore, in steady state the heat transfer is largely un-
directional from the heated surface to the fluid, as desired, 
whereas in the early part of transients at the higher tem
peratures the flow of heat to the substrate is significant. 

2.3 Experimental Procedure. The operation of the ap
paratus for subcritical runs consisted of the following basic 
procedures: 

(/') In situ temperature calibration of carbon film at room 
temperature 

(/'/) Preliminary cooldown to liquid nitrogen temperature 
(— 76 K) and in situ calibration at this temperature 

(/'») Replacement of liquid nitrogen with liquid helium and 
in situ temperature calibration at liquid helium temperature 

((f) Data collection for a range of heat fluxes and flow 
rates 

For the supercritical runs the procedure was the same as at 
atmospheric pressure except that after room temperature and 
liquid nitrogen temperature calibration, liquid helium was 

N o m e n c l a t u r e 

h = heat transfer coefficient = q/(Tsur!-Tb), 
W/cm2 ,K 

q = heat flux, W/cm2 

/ = time, s 
ŝurf = surface temperature, K 

Tb>T\n! = bulk fluid temperature, K 
Tf = fluid temperature, K 

TTC = transposed critical temperature, K (temperature 
at which heat capacity, Cp, at a given pressure 
above the critical pressure is a maximum) 

Re = Reynolds number, dimensionless 
Nu = Nusselt number, dimensionless 

Nufl;B = 0.023 Re0 8 Pr 0 4 -Dittus-Boelter dependence 
Pr = Prandtl number, dimensionless 
x = space coordinate normal to the wall, x = 0 at the 

wall, cm 
y = space coordinate parallel to the wall, y = 0 at the 

inlet, cm 
\p = Yaskin correlation parameter = 1 + {SAT 

AT = Tsm!-Tb,K 

P = thermal expansivity, - - - £ ,K~[ = - ( - ^ 
p L OTSP v \dT 

Journal of Heat Transfer 

transferred to the outer cryostat and condensation of helium 
in the sample cell for the desired operating conditions was 
achieved. A helium temperature calibration point was 
recorded. 

The preliminary cooldown was accomplished by filling the 
outer cryostat with liquid nitrogen and having helium ex
change gas in the vacuum space surrounding the inner cell. 
During the cooldown, the pressure inside the cell was kept 
constant at 3 bar by a continuous flow of helium gas from a 
helium supply cylinder fitted with a pressure regulating valve. 
When the system reached thermal equilibrium, as evidenced 
by cessation of helium gas flow into the chamber and by 
steady carbon film resistance, the liquid nitrogen temperature 
calibration point, corresponding to ambient pressure, was 
obtained. 

The liquid nitrogen was then back-transferred out of the 
outer cryostat and replaced with liquid helium. During the 
liquid helium transfer the inner cell was held at about 10 bar 
helium pressure and the temperature was monitored as the 
incoming gas cooled. When the proper density (determined 
from the desired operating temperature and pressure) was 
achieved inside the cell, the helium gas supply valve was 
closed. As cooling continued, the pressure dropped and liquid 
helium was condensed in the inner cell. The condensation was 
substantiated by a liquid level detector inside the chamber, 
and the helium temperature calibration point was determined 
from the vapor pressure. 

An auxiliary heater (not shown in Fig. 1) located in the 
inner cell and an appropriate amount of exchange gas in the 
vacuum/exchange gas space provided control of the cell 
pressure and consequently the bulk temperature. Because the 
system was operated under constant mass conditions (ap
proximately constant density in the inner cell), the control of 
desired operating pressure consequently maintained the 
desired operation temperature. 

2.4 Experimental Measurements. The temperature of the 
fluid inside the test loop was measured with the test carbon 
film at the beginning of each run. This was taken as the bulk 
temperature during the entire heat pulse and was used in the 
calculation of the heat transfer coefficient. However, the bulk 
temperature was also measured at the conclusion of a pressure 
run. The maximum drift noted during a run was ap-

7 = proportionality constant in Kapitza con
ductance heat flow equation dependent upon 
the properties of the solid carbon surface, 
W/cm2K4 

p = density, g/cm3 

Subscripts 
cond = conduction 

/ = fluid 
initial = value of the subscripted parameter at the 

earliest measured times 
K - Kapitza 

pred = predicted 
s = substrate 

ss = steady-state condition, i.e., the value of the 
subscripted parameter is no longer changing 
with time 

surf = surface 
oo = fully developed momentum and thermal 

boundary layer region 
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Parameter 

Table 1 Uncertainties in measurements 

Estimated uncertainties Sources of error Remarks 

Bulk temperature, Tb 3% to 8% (/) Temperature rise due to 
additional energy input from 
pump motor 
(if) Temperature drift during the 
course of a pressure run due to 
average density in cell changing 
with outer cryostat liquid level 
changes 
(/(7) Neglect of temperature rise 
during heating pulse 
(iv) Calibration 

The percent error due to the 
pump is a maximum at low heat 
flux and high flow rate 
(i.e., at small temperature 
differences). For runs at 
Tj, > 4 K, error (/') could be 
countered by reduction of 
auxiliary heater power. 

Surface temperature, 
^ surf 

1.5% T (/) Calibration 

Heat flux, q 1% 

± 10% qnominai was the 
deviation from a per
fect step in heat flux. 

(;') Digital recording oscilloscope 
accuracy 

//') Standard resistor accuracy 
(0 Deviation from perfect step in 
heat flux due to resistance change 
with temperature 

Pressure 

Flow rate 

Time 

Heat transfer 
coefficient, h 

1% 

Less than 20% 

±0.02% 

5.5% to 10.5% 

(;') Calibration 

(;') Calibration 

(i) Digital recording oscillo
scope calibration (mfr's. stated 
accuracy) 

Combination of errors in heat 
flux, bulk temp., and surface 
temp 

The percent error is a maxi
mum at low heat flux and high 
flow rate. 

P=1 atm, 4K 

41 g/s. flE»2.B"10l> 

120 g/s. BE=8.3-105 

237 g/s. RE=1.7xl06 

0.5 Wcm} 0.1 W/cm? 

5 W/cm* 
10W/cm!' 

10" 10" 10" 10" 10' 

TIME, S 

Fig. 2 Transient heat transfer to subcritical helium at 1.0 bar and 4.0 K 

proximately 0.1 K, and was attributed to liquid level changes 
in the outer helium cryostat. 

The bulk temperature rise in the test section was computed 
by means of a dynamic energy balance, and any points for 
which the bulk temperature rise was greater than 15 percent of 
the wall temperature rise were deleted. This occurred only in 
the zero flow runs. The bulk temperature also rose during 
some runs (as evidenced by a corresponding system pressure 
rise) at the high flow rate conditions due to the power 
dissipation from the circulating pump motor. At the elevated 
temperature operating conditions, this tendency toward 
temperature increase was approximately offset by manual 
reduction of power input to the inner cell auxiliary heater -
thus maintaining pressure and bulk temperature ap
proximately constant. The estimated uncertainties in the 
measurements are given in Table 1. 

Measurements of the voltage drop across the carbon film 
and a standard resistor were recorded at intervals as close as 
0.5 microseconds with a digital recording oscilloscope; 2048 
points were recorded on each sweep of the oscilloscope on 
each of two channels. These data provide the carbon film heat 

flux and temperature rise as a function of time. A 
minicomputer data acquisition system processed the data and 
stored the results on magnetic tape for permanent record. The 
range of time over which data were recorded was 10 s. In 
order to provide sufficient resolution at short times, each heat 
flux run was repeated at three different sweep times of the 
oscilloscope- 1 millisecond, 1 s, and 10 s. 

The voltage applied across the carbon film was applied as a 
step input with a rise time less than 2.0 x 10™5 s. However, 
because the resistance of the film decreased with increasing 
temperature, the resulting power step (heat flux) was not quite 
constant throughout the time interval. At high power levels, 
the resistance change caused a heat flux variation of up to 10 
percent from the average. Thus the heat fluxes noted on the 
graphs and Table 2 are nominal values. A small overshoot in 
power level occurred at times varying from 4.5 /xs to about 
20/xs. The largest observed magnitude of this overshoot was 
40 percent of the power level at 20 /xs and occurred at 4.5 /is. 
However the deviation in total energy input, from that which 
would be supplied for an ideal step input, was less than 4 
percent. 
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Fig. 4 Transient heat transfer to supercritical helium at 2.5 bar and 
9.9 K 

The flow rate, as determined from the output of the turbine 
meter, and pressure, measured with a bourdon tube pressure 
gage, were also recorded during each run. 

3 Experimental Results 

In Figs. 2-8, we show the results of the experimental runs 
where heat transfer coefficients are plotted as a function of 
time for the operating conditions shown on each graph. The 
curves shown were drawn through the experimental data 
points obtained during each of the three repeated separate 
heat flux runs (pulse widths of 1 millisecond, 1 s and 10 s). 
Therefore, apparent large discontinuities in some of the 
curves (e.g., Figs. 3(a) and 1(b)) are due to small uncontrolled 
changes in operating conditions occurring between runs. In 
Figs. 3-8, symbols for each heat flux are plotted for every 
tenth data point, but the curves are drawn through each of 
approximately 134 data points. 

3.1 Supercritical Data. First we note that for a fixed 
temperature and pressure, the time to reach steady state, tss, 
increases with heat flux for each flow rate, and tss decreases 
with increased flow rate for a fixed heat flux. Also, it appears 
that, for a given pressure, tss generally increases with in
creasing bulk temperature and other conditions fixed. 
Typically, tss ranged from 1 to 10 milliseconds for the forced 
flow conditions and from 10 to 100 milliseconds for the zero 
flow conditions. tss was arbitrarily taken to be the time 
beyond which the heat transfer coefficient changed by less 
than about 3 percent. This was determined from the 
numerical computer printouts of the data. 

The ratio of the heat transfer coefficient at the earliest 
measurement time of 20 /zs (maximum value) to the steady-
state value varied with the operating conditions. At the high 
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Fig. 6 Transient heat transfer to supercritical helium at 6.0 bar and 
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Fig. 7 Transient heat transfer to supercritical helium at 10.0 bar and 
4.0 K 

bulk temperature and high heat flux condition the ratio was 
approximately 10, whereas at the low bulk temperature, low 
heat flux condition the ratio was generally less than 2. 

The influence of heat flux on the heat transfer coefficient is 
not uniform throughout the entire heat step. Initially the 
effect is an increase of heat transfer coefficient with in
creasing heat flux. However, at steady state the same is not 
true. For some conditions at steady state, the heat transfer 
coefficient exhibited maxima or minima as heat flux was 
increased. This result is typical of heat transfer in the near 
critical region where the radial variation of fluid properties 
may be significant and depends on the combined effect of heat 
flux, flow rate, and bulk temperature. 

At the start of the heat step (20 /xs) the effect of flow rate on 
the heat transfer was negligible since the thermal boundary 
layer was undeveloped. As time progressed and the thermal 
boundary layer increased, the usual heat transfer en
hancement with increased flow rate is observed. The time at 
which flow rate influence became significant varied with 
operating condition. 

3.2 Correlation of Supercritical Data. In an earlier study 
of transient heat transfer to helium during pool boiling, 
Steward [7] deduced from his data that Kapitza resistance (the 
thermal boundary resistance between a solid and liquid 
helium) and the pure conduction resistance of the developing 
thermal boundary layer, added in series, dominate the heat 
transfer process in the early part of the transient. This occurs 
before convective and boiling processes have become 
established. At longer times the heat transfer coefficient tends 
toward the steady-state value during which convection or 
boiling dominates. 

In analyzing the data of these experiments, all of the 
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Fig. 9 Early transients for supercritical helium at 10.0 bar, zero forced 
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Fig. 10 Illustrative calculation of transient heat transfer coefficient by 
equation (8) 

following factors are important at various times and con
ditions: 

1 Spatial and temporal variation of fluid and solid 
properties 

2 Variation in the relative importance of conduction and 
convection (or boiling in subcritical fluid) 

REYNOLDS NUMBER, Re 

Fig. 12 Steady-state data 

3 Kapitza conductance at the solid-fluid interface 
4 Conduction of heat in the substrate 
5 Heat convection normal to the surface due to fluid ex

pansion 

Analyses considering all of these factors will be the subjects of 
future reports. 

The effect of gravity on the vertically oriented test section is 
not expected to be significant at the high Reynolds numbers of 
these tests. Judging from previous results [7] in transient pool 
boiling at various orientations one would not expect a gravity 
effect during the early part of the transient period in zero 
forced flow experiments; however, in steady state the natural 
convection heat transfer coefficients are higher for the ver
tical orientation than for other orientations. The confinement 
of the narrow channel and flow loop probably have some 
effect on zero forced flow results, but these have not been 
investigated here. 

3.2.1 Very Early Transients. One special case, which can 
be treated fairly simply in an approximate way, is the very 
early part of transients before turbulent convection or boiling 
effects become significant. Then molecular conduction and 
Kapitza conductance are the primary heat transfer 
mechanisms to consider. Since the temperature disturbance 
penetrates a distance less than the channel depth or substrate 
thickness during the time period being considered, conduction 
solutions for infinite solid and fluid media were used. A 
simplified means of approximately accounting for the 
variable properties is given here. 
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The constant property solution for the transient tern 
perature distribution is Carslaw and Jaeger [10] 

2 /Va \ 2 /va\ r- w*2 i— 
Tf= -p= ( — ) qMe~x -Vrf*erfcX*] 

y V7T V k / / 
(3) 

where 

^ * = 

/Vc 

2\fajt 

-2qf\f7erfcX*dX* 

If 

' / .surf rfy, / 

(7), 
= 2^7vT 1 erfcA^d** = -j= q/fi (4) 

The function {Ja/k)f(T) is known from helium properties, 
and so the procedure amounts to solving for 7} su r f 

numerically from (4). 
The temperature step at the surface due to Kapitza 

resistance was calculated by1 

' /.surf " 

and from (1) 

q 

if 

hK 

(?) + (?), 

(5) 

(6) 

where q is the total applied heat flux. 
Since qjlq is temperature dependent, iteration is required to 

arrive at qf and 7*surf. Typical results of Tsmt calculated from 
above are compared with experimental Tsm[ for zero forced 
flow in Fig. 9. 

3.2.2 Complete Transient With Turbulent Convection. A 
theoretical analysis of transient heat transfer, considering the 
time varying roles of conduction and turbulent convection, 
but with constant properties, gives the fluid temperature rise 
at the boundary as a function of flow parameters and time in 
the following form 

AT, f,sur 

AT /,surf,55 

L = l + S c , r V (7) 

where C„ and Dn are functions of the Reynolds number, 
steady-state Nusselt number, thermal diffusivity, and 
geometrical factors (as well as an ri). This formulation is the 
subject of a future paper and will not be discussed further 
here, except to note that preliminary analysis indicates that it 
does predict the kind of behavior observed in these ex
periments. 

The case for variable fluid properties will require a 
numerical solution to the governing differential equations. In 
lieu of a theoretical treatment of the entire transient period, 
one can simply use an interim approximation 

where 

ftpisi(t)=he([(t)+hs: 

Qf 
1 surf " • r „ 

(8) 

(9) 

Kapitza conductance, hK, is discussed in the Appendix. 

and Tsurf and qj are obtained as discussed under 3.2.1. The 
steady-state heat transfer coefficient, hss, is discussed in the 
following section. The prediction is best at the extremes where 
hsfs(t) > > hss (early transients) and where hss > > hc(r(t) 
(steady state), but the prediction may be 25 to 40 percent high 
in the 10~3 to 10"'s region. A sample calculation is shown in 
Fig. 10, where hss was taken to be the experimental value 
rather than a predicted value. 

3.2.3 Steady State. The experimental steady-state heat 
transfer coefficients are compared in Fig. 11 with the 
predictive correlation of Yaskin [14]. As can be seen, the 
trend of the data is, in general, as predicted but the absolute 
agreement is rather disappointing. This result may in part be 
due to possible entrance effects of this data as discussed 
below. 

In Fig. 12, the ratio of experimental Nusselt number to 
Nusselt number calculated by the Dittus Boelter correlation 
[12], for time greater than about 1 s, is plotted as a function of 
Reynolds number. The Dittus Boelter correlation is applicable 
for fully developed thermal and momentum boundary layers, 
i.e., beyond the entrance region. As is well known from the 
literature, e.g., [13], for a given axial position in a channel, y, 
the ratio Nu^/Nu^ decreases with increasing Reynolds 
number. This is true until .y > thermal entrance length where 
the ratio becomes 1 and is independent of Reynolds number 
and y. Therefore, the trend displayed in Fig. 12, Reynolds 
number dependence, suggests that the thermal boundary layer 
at the test section was not fully developed in spite of the 
preheater preceding the test heater. As noted by the different 
symbols in Fig. 12, we detect no significant difference in this 
result which may be attributed to thermodynamic state of the 
helium in the test section. 

The length of the preheater was known to be marginal, 
(about two hydraulic diameters) and in some cases, the heat 
flux of the preheater may not have been sufficiently close to 
that of the test heater. The emphasis on transient data and the 
desire for very fast power rise time led to the selection of a 
power amplifier with limited power output. This, in turn, 
limited the total heater area if high heat flux was to be ob
tained. In any case, the deviation from predicted, fully 
developed heat transfer was far greater than expected. 
Previously reported correction factors for near-critical heat 
transfer, such as Giarratano [16] and Yaskin [14] have 
reported, are apparently overshadowed by the entrance ef
fects of these data. 

3.3 Subcritical Data. A detailed discussion of the sub-
critical forced convection boiling data has already been 
presented by Steward [15]. Therefore, a qualitative com
parison with the 4 K supercritical data at 2.5 bar will be 
presented here (see Figs. 2 and 3(a)). 

For low heat fluxes, less than or equal to about 1 W/cm2, 
the subcritical boiling heat transfer is higher than that at the 
supercritical condition throughout the entire heat pulse. The 
peak nucleate boiling heat flux for helium occurs between 
0.5 - 1 W/cm2 . Thus, for the same flow rate, the additional 
turbulence and stirring inherent to this boiling region ac
counts for the enhanced heat transfer over that at the 
supercritical pressure. However, at high heat flux, greater 
than 1 W/cm2 , and the same flow rate, the initial subcritical 
heat transfer coefficient is higher than the corresponding 
supercritical heat transfer coefficient; but then as the tran
sition to film boiling occurs (in the subcritical case) the reverse 
is true, i.e., supercritical heat transfer coefficient is greater 
than the subcritical heat transfer. This is apparently due to 
improved thermal conductivity at the higher pressure. This 
can be seen by comparing the 10 W/cm2 data for both 
pressures. The comparison of these two modes of heat 
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transfer (subcritical and supercritical) for these data is 
consistent with the observations of Giarratano et al. [16]. 
Finally, we note that for very short heat pulses at 10 W/cm2 

less than about 30 ^is, the subcritical model is superior to the 
supercritical mode. 

4 Summary 

1 The time to reach steady state, following a step in heat 
flux, was typically less than 10 milliseconds for the forced 
flow conditions and less than 100 milliseconds for the zero 
flow condition. 

2 The ratio of the heat transfer coefficient at the start of 
the pulse to the steady value ranged from 2 to 10, depending 
on the operating condition. 

3 The influence of the heat flux on the heat transfer 
coefficient (for a fixed operating condition) was not uniform 
throughout the entire heat step. Initially, the effect was an 
increase in heat transfer with increased heat flux, but at 
steady-state maxima and minima in heat transfer were ob
served from some operating conditions. 

4 An enhancement in heat transfer with increased flow rate 
was evident at steady state but not for short times. This 
suggests that heat transfer is dominated by Kapitza and pure 
conduction resistance (see section 3.2.1) at short times. 

5 For times less than 1 millisecond or greater than 0.1 s the 
supercritical heat transfer data may be approximated by: 
^Pred(0 =he!f (t) +hss (seesection3.2.2). 

6 For low heat fluxes (less than about 1 W/cm2) the 
subcritical boiling heat transfer was superior to the super
critical heat transfer (2.5 bar and 4 K) throughout the heat 
step. However, at higher heat fluxes, the initial subcritical 
heat transfer coefficient was higher than the corresponding 
supercritical value, but then, as the transition to film boiling 
occurs (in the subcritical case) the reverse was true. 
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A P P E N D I X 

Determination of hK in Equation (5) 
The heat flux across a solid liquid interface due to Kapitza 

resistance is given by [17] 

<7 = Y(7lL rf-7/,Surf) = M7 , surf -7) , sur f ) _ ( A 1 ) 

where the first equality relates the heat flux to the phonon 
energy density difference, and the second equality is used to 
define hK. 

7(7turf-
hK = 

" T/,surf ) 

7/,surf 

hK — 7 ( ^surf + ?surf 7/,surf + ^surf ^Isurf + 7>,surf ) 

and for T"surf - 7*/iSurf < < T, 

/,surf * •* surf •* /,surf ' •* f , s 

surf 

A*-4 7 7l u r f (A2) 

7, and, therefore, hK, was empirically determined from the 
experimental data as follows: 

1 Assume qf = q, approximately true at 4 K and 2.5 x 105 

Pa. 
2 In the early part of the transient, molecular conduction 

and Kapitza conductance are the primary heat transfer 
mechanisms. 

3 Then, as derived by Steward [7], for pure transient 
conduction to the fluid 

7/,surf ~ ^b + 

lepft 

Vtf 
Ks 

—— + 

(A3) 

Substituting (A3) in (Al) 

1 
__ 'jA T„ + 

lepft 

V-7T 
Lva, + 

(A4) 

For the data of this study, the average value of y was 
determined to be 18.7 W/m2 «K4 and therefore from (A2) 

/ ^ = (4)(18.7)7turf (A5) 
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On the Presentation of 
Performance Data for Enhanced 
Tubes Used in Sheil-and-Tube 
Heat Exchangers 
As the efforts to produce more efficient heat transfer equipment continue, an in
creasing number of augmented surfaces are being produced commercially. Con
sequently, the designer faces an almost overwhelming task in comparing and 
evaluating the performance of various surfaces because of the many different ways 
in which the test data are currently presented in the literature. Thus, a uniform 
format for presenting pressure drop and heat transfer data for enhanced surfaces 
has become a necessity. This paper is concerned with one important aspect of this 
problem, namely, that of tubular enhanced surfaces used in shell-and-tube heat 
exchangers. As an initial step, the subject is limited to single-phase pressure drop 
and heat transfer; however, both tubeside and shellside flow are taken into con
sideration. A comprehensive list of commerical augmented tubes which may be 
considered for use in shell-and-tube exchangers is given, along with a survey of the 
performance data which are available in the literature. A standardized data format 
which uses the inside and outside envelope diameters as the basis for presenting the 
various geometrical, flow, and heat transfer parameters for all tubular enhanced 
surfaces is proposed and discussed. 

Introduction 
The shell-and-tube heat exchanger has been in use for many 

years and is the most widely used type of industrial heat 
transfer equipment. In order to carry out the thermal-
hydraulic design of a shell-and-tube exchanger, pressure drop 
and heat transfer correlations (or tabulated data) must be 
available for both the tubeside and the shellside. Initially, 
only plain tubes were used in shell-and-tube exchangers. 
However, as increasing energy and material costs have 
provided significant incentives for more efficient heat ex
changers, considerable emphasis has been placed on the 
development of various augmented, or enhanced, heat 
transfer surfaces. The use of enhanced surfaces allows the 
designer to increase the heat duty for a given exchanger, to 
reduce the size of the exchanger for a given heat duty, to 
reduce the pumping power, or to reduce the approach tem
perature difference. 

The introduction of enhanced surfaces, and their inherently 
more complicated geometry, has resulted in the presentation 
of thermal-hydraulic data for these surfaces in many different 
ways. Therefore, the importance of standardization and 
compilation of performance data for enhanced surfaces was 
emphasized at the recent "Research Workshop on Energy 
Conservation Through Enhanced Heat Transfer" in Chicago 
[1]. In particular, it was pointed out that such a procedure 
would save the designer time, confusion, and effort in 
evaluating potential enhanced surfaces. 

The purpose of this paper is to present a unified, 
straightforward procedure for the presentation of per
formance data for various enhanced surfaces. Since the focus 
here is on shell-and-tube exchangers, the major emphasis is 
placed on tubes which are presently available commercially. 
In addition to the obvious benefits of a unified presentation 
format, it will be shown that such a procedure can be helpful 
in the initial screening of enhanced tubes for a specific ap-
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plication. It should be noted, however, that a comprehensive 
treatment of Performance Evaluation Criteria is not intended 
as this has been done recently [2, 3]. It will also facilitate the 
introduction of enhanced performance data into digital 
computer programs which are ultimately used to design most 
shell-and-tube heat exchangers. 

Although shell-and-tube heat exchangers are used in a 
broad range of applications - including those which involve 
condensation, boiling, and multiphase flow-only single-
phase Newtonian fluids will be considered in this paper. This 
somewhat arbitrary restriction was imposed in order to 
eliminate a number of complications which can arise in 
multiphase flows. However, it is anticipated that the concepts 
outlined in this paper will provide the basis for logical ex
tension to more complex flow situations. 

The limitation to enhanced tubes used in shell-and-tube 
exchangers suggests two important restrictions. First, the 
maximum outside diameter of any tube is less than that of the 
tube holes in the tube sheets. This constraint is a consequence 
of the common procedure in the fabrication and repair of 
shell-and-tube heat exchangers of inserting or pulling the 
tubes through the tube holes in the tube sheets. Enhanced 
tubes typically have plain-end sections so that they can be 
fastened securely to the tube sheets by rolling and/or welding. 
Second, the layouts considered here will be limited to those 
specified by TEMA [Tubular Exchanger Manufacturers 
Association, Tarrytown, New York], i.e., equilateral 
triangular, rotated triangular, square, and rotated square 
layouts which correspond to layout angles of a = 30, 60, 90, 
and 45 deg, respectively. 

Commercially Available Enhanced Tubes 

Current classification schemes identify more than a dozen 
techniques to augment or enhance convective heat transfer 
[4]. Of interest to shell-and-tube heat exchangers with single-
phase flows are the tubes with modified surfaces or inserts. 
While the origins of "enhanced" tubes are rather obscure, a 
"corrugated" tube was in use over 60 years ago [5]. For 
purposes of discussion, it is convenient to identify tubes with 
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Table 1 Representative manufacturers and sources of data for enhanced tubes 

Manufacturer 
Trade name or 

designation 

Inside 
or 

outside 

References 
for 

data source 

Surface roughness 
Wolverine 
Wolverine 
Wolverine 
Turbotec 
Yorkshire 
Yorkshire 
Wieland 
Hitachi 
Marasei 
Spirance 

Korodense 
S/TTurbb-chil 
S/TTrufin* 
Turbotec 
enhanced 
Integron* 
GEWA* 
circumferential grooved 
embossed spiral 
spirally enhanced 

6-8 
9 
10 

11-20 
21 

22 
23 
24 

Extended surfaces 
Hitachi 
Noranda 
Noranda 
Turbotec 
Wolverine 
Wieland 
Yorkshire 
Anaconda 
HPTI 
Southwest 

Alloy Supply 
Unifin 
Dunham Bush 
Weiland 
American Standard 
American Standard 

Thermofin 
Forge Fin 
multipassage 
Turbotec 
Trufln 
GEWA 
Integron 
integral low-fin 
Fine Fin 
integral low-fin 

LOFIN 
Inner-Fin 
EWE 
Amaclean 
Amatran 

I 
I 
I 
O 
O 
O 
O 
O 
O 
O 

O 
I 
I 
I 
I 

25-33 
34-35 

20 
36-42 

43 
44 

Inserts - Swirl Flow 
Bas-Tex 
custom made 
custom made 

turbulator 
twisted-tape 
wire inserts 

45-52 
53-55 

Inserts - Mixer 
American Standard 
Intersurface 
Kenics 
Koch 
Ross 

Amaspher 
Generator 
Static Mixer 
DY 
Static Mixer 

56 
33,57-60 

33 
61 

• Surface roughness 
• Extended surfaces 
• Inserts which create a swirl flow 
• Inserts which "mix" the flow 

A representative list of commercially available tubes is 

given in Table 1. Within each designation, the products are 
identified as relating to inside (7) or outside (0) enhancement 
and sources of heat transfer and pressure drop data are given. 
It is interesting to note that five countries are represented 
among the manufacturers. 

N o m e n c l a t u r e 

As 

A shell 

cP = 
D = 

Db = 
F = 
) = F{ 

G 
h 
k 
L 

LMTD 

Nr 

N, 
p 
p 

flow area 
surface area 
flow area of empty shell 
specific heat at constant 
pressure 
diameter 
bore diameter 
LMTD correction factor 
function of ( ) 
acceleration due to gravity 
mass velocity 
heat transfer coefficient 
thermal conductivity 
tube length 
logarithmic-mean-temper
ature difference 
number of tube rows 
total number of tubes 
actual wetted perimeter 
tube pitch 

R", -

Rj, = 
R/o -

t„ = 

Q = heat duty 
tubewell resistance per unit 
area 
inside fouling resistance 
outside fouling resistance 
tubewell thickness 

T = absolute temperature 
U0 = overall heat transfer 

coefficient 
W = mass flow rate 

Dimensionless Parameters 
/ = Fanning friction factor 

Gr = Grashof number 
Gz = Graetz number 

j = Colburny'-factor 
Nu = Nusselt number 
Pr = Prandtl number 
Re = Reynolds number 

St = Stanton number 

Greek Symbols 
a = tube field layout angle 
/3 = coefficient of volumetric 

expansion 
Ap = pressure drop 

fi = viscosity 
p = density 

Subscripts 
b = 
c = 
i = 
o = 
P = 
w = 

Superscript 
= 

mean bulk temperature 
cross flow 
inside tube 
outside tube 
parallel flow 
wall 

envelope diameter basis 
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VwiH 
Twisted Tape Insert in Plain Tube Spiral Internally Finned Tube Quintuplex Finned Tube Star-Shaped Insert in Plain Tube 

Amatron Internally Finned Tube Corrugated Tube Duplex Internally Finned Tube Straight Internally Finned Tube 

Fig. 1 Representative commercially available tubes with internal 
enhancement 

In addition to the commercially available tubes mentioned 
in Table 1, there is another type of enhancement which is of 
considerable interest for shell-and-tube exchangers, i.e., 
twisted-tape inserts. These devices are used inside tubes, 
frequently as a fix to exchangers which have been un-
derdesigned. However, since they are so easy to make, most 
shops manufacture their own. Thus, those studies carried out 
with noncommercial twisted-tape inserts are also listed in 
Table 1. Three studies dealing with custom-made wire-coil 
inserts to enhance tubeside heat transfer may be of interest, 
and these are included in Table 1 as well. 

Cross sections of eight commerically available tubes with 
internal enhancement are shown in Fig. 1 and two with ex
ternal enhancement are shown in Fig. 2. These figures 
illustrate a few of the many enhanced tubes which are 
available commercially. It should be noted that some tubes, 
such as the corrugated tube shown in Fig. 2, have enhan
cement on both sides. In Figs. 1 and 2 each tube is identified 
by name and the inside and outside "smooth tube envelope" 
diameters are shown for each cross section. These diameters 
are defined as follows: 

• £>,, maximum inside diameter for inside enhancement 
• D0, maximum outside diameter for outside enhance

ment 

In this paper the superscript is used to designate quantities 
based on the envelope diameter, and the subscripts / and o 
denote inside and outside, respectively. In case there is no 
enhancement on one side of the tube, the envelope diameter is 
simply the plain tube diameter. The envelope diameter 
concept will be discussed more fully in the following section. 

Presentation Format 

For a shell-and-tube heat exchanger, the heat duty may be 
calculated by 

Q=A0U0FLMTD (1) 

where the overall heat transfer coefficient, U0, based on the 
outside area, A0, is given by 

UU0A0 = l/h,A, +R^ + \/h0A0 +Rfi/Ai +Rfo/A0 (2) 

Although the designer must have a knowledge of each term in 
equation 2, the inside and outside heat transfer coefficients, h, 
and h0, are of primary interest here. Unless fouling is being 
studied, the fouling resistances, Rjt and Rf0, given here in 
units of m2K/W, are generally assumed to be negligible when 
obtaining performance data. The wall resistance per unit area, 
R^,, is usually quite small in comparison to the convective 
resistances, but some attention needs to be devoted to this 
term. In addition to h, and hot the pressure drop performance 
is also of considerable importance in this study. 

Trrmmm 
Low-Finned Tube 

J - I 

Corrugated Tube 

Fig. 2 Representative commercially available tubes with external 
enhancement 

The basic performance data - for the sources cited in Table 
1 as well as for noncommercial tube references in the 
literature - are presented in many different ways. Consider 
Table 2, where six tubeside enhancement references have been 
selected to illustrate this point. In Table 2, the pressure drop 
data are presented in three different ways and the heat 
transfer data in six different ways. Both dimensional and 
dimensionless formats are used. The Reynolds and Nusselt 
numbers are calculated using five different diameters as the 
characteristic length. The flow area, which appears in the 
mass velocity and, hence, the friction factor and Reynolds 
number, is computed using either the actual value, or on the 
basis of the envelope, bore (minimum), or volumetric 
diameter. Finally, the surface area in Table 2, which is used as 
the basis for evaluating the heat transfer coefficient, is 
computed in five different ways. Thus, from just these limited 
references, it is clear that performance data for enhanced 
tubes are presented in many different ways in the literature. In 
general, the designer is faced with the unnecessary task of 
recasting the data from several different sources to a common 
form, prior to assessing the potential of the augmented tubes 
for a given application. Unfortunately, this job is frequently 
compounded by undefined parameters and incomplete in
formation in the literature references. 

Thus, it has been shown that standardization of the 
presentation format is highly desirable. While such a 
procedure is not absolutely essential, as long as the data 
treatment is complete and well defined, much confusion could 
be avoided and time saved if a uniform format were 
established and used. Although there are a number of logical 
choices available, the envelope diameter format is proposed 
here. This approach is based on simple, well-defined inside 
and outside characteristic diameters, D, and D0, which are 
used to calculate all necessary parameters and dimensionless 
groups. In addition, this format permits a direct comparison 
of the performance of the augmented tube with that of the 
plain tube occupying the same space in the exchanger. 

As a typical example, consider the corrugated tube which is 
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Table 2 Format for presentation of tubeslde performance data for selected enhanced tubes 
Reference 

"Watkinson, 
Miletti, and 
Kubanek [30] 

Solimon and 
Feingold [35] 

Carnavos [31] 

Type of enhancement 

Internally finned tubes 

Internally finned tube 

Quintuplex tube 

Internally finned tubes 

Presentation format 

f versus Re 

F\ Nu) versus Re 

Ap versus W 

Qversus W 

/versus Re 
F[ Nu) versus Re 

Diameter 

Envelope 
and 

effective 

Hydraulic 

Flow area 

Actual 

Actual 

Surface area 

Envelope 
and 

effective 

Actual 

Marner and 
Bergles [33] 

Internally finned tubes 

Static-mixer inserts 

Twisted-tape inserts 

/versus Re 

Nu versus Re 
Nu versus F{Gz) 

Envelope Envelope 
and 

actual 

Envelope 

Rozalowski 
and 
Gater [62] 

Dipprey and 
Sabersky [63] 

Corugated tube 

Artificial roughness 

F[f] versus Re 

F[Nu) versus F(Gz) 

/versus Re 

St versus Re 

Bore 

Volumetric 

Bore 

Volumetric 

Bore 

Volumetric 

1" 
a 
I 

_ _____ 

_______ 

Enhanced Tube j / 

1 
| Plain Tube ^___* 
1 ^ ^ ^ 

i 

1 Fixed £»,, L, kj, (Cp)j 

Fig. 3 Sketch of the corrugated tube showing reference diameters Laminar Tubeside Flow 

\ / " \ \ / - ^ 

Fixed Dj , L , p-, Mj 

Enhanced Tube 

1 

1 

.. Plain Tube 

1 ^ \ ^ 
1 
1 

I 

Rej oc w . 

Fig. 4 Interpretation of standard friction factor log-log plot according 
to the envelope diameter format 

commercially available. The cross-sectional sketch shown in 
Fig. 3 defines the inside envelope diameter, __>,-, the outside 
envelope diameter, D0, and the bore diameter, Db. Also 
shown in Fig. 3 is the tube wall thickness, t„. The actual space 
occupied by the corrugated tube is, of course, determined by 
the maximum outside diameter; however, only an internal 
dimension can characterize the internal thermal-hydraulics. In 
any event, the wall thicknesses of enhanced and smooth tubes 
are usually quite similar so that the true envelopes are 
essentially the same. 

Tubeside Flow. Tubeside data for enhanced tubes are 
almost always obtained in single tubes. The most commonly 
used thermal boundary conditions are constant wall heat flux 
and constant wall temperature. In general, laminar flow heat 
transfer coefficients are highly sensitive to the thermal 
boundary conditions and to the thermal and hydrodynamic 
entry lengths. Consequently, laminar flow Nusselt numbers 

S3" 
& 
a 
i~ 

_ — _, 

Enhanced Tube ^_-rf-^*^**^ 

^ • ^ Plain Tube ^ ^ 

Fixed Hj.-.kj.fCp);, Mi 

Rej« Wj 

Turbulent Tubeside Flow 

Fig. 5 Interpretation of standard Nusselt number log-log plots ac
cording to the envelope diameter format 

are characterized by the _/£>, ratio, either explicitly in the 
parameter (LID,) /Re,Pr, or implicitly in the Graetz number, 
Gz, = Wi(Cp)i/kiL. For design purposes, it is customary to 
present the mean Nusselt number versus Gz,- or a function of 
the Graetz number, F{Gz,j. On the other hand, tubeside 
tubulent flow heat transfer coefficients have very short entry 
lengths and, except for liquid metals, are insensitive to the 
type of thermal boundary condition. Therefore, local heat 
transfer coefficients are usually measured for tubulent flow 
and the results presented in the form of Nu/Prf versus Re;, 
where a is often chosen to be 0.4 and the relationship is 
generally log-linear. Neither the Pr-exponent or the shape of 
the plain curve is critical, however, since any comparison 
between enhanced and plain curves will be made at constant 
Re and Pr. The transitional flow regime - generally taken to 
cover the Reynolds number range between about 2000 and 
10,000-is an ill-defined combination of laminar and tur
bulent flow which may be handled by prorating procedures. 

The sketches shown in Figs. 4 and 5 pertaining to the im-
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Table 3 Parameters for tubeside and shellside flow 

Parameters 

Envelope diameter 
Tube length 
Total number of tubes 
Number of tube rows 
Tube pitch 
Tubefield layout angle 
Flow area 
Mass velocity 
Reynolds number 
Fanning friction factor 
Prandtl number 
Grashof number 

Viscosity ratio (liquids) 
Temperature ratio (gases) 
Average wall temperature 
Surface area 
Nusselt number 
Colburny'-factor 
Actual flow area 
Actual wetted perimeter 
Actual surface area 

Tubeside flow 

D, 
L 

-
-
-
--
Afi = irD}/4 
G^Wt/Aj, 

Re,=G,ZVft 
f^Pityjibi/L)/!^} 
Pr ;=(Cp) / M , /A:, 

Gr,=^ft lrw-
Vbi'Pwi 
TbilTwi 
T • 
1 WI Asi = -KDlL 
'H\xi=hibi/ki 

-
*/> 
Pi 
Asi =P;L 

-Tu\Df/nf 

Shellside crossflow 

Do 
L 

N, 

Nr . 
p 
a 

(Af)0C=(N,/Nr)L(P-b0) 
GoC=W0l(Af)oc 
R^oc = Gocb0/n0 

foc = p0(Apoc/Nr)/2G2
oc 

Pr0 = (Cp)oM0/^0 

Gr0=plgl30\TW0-
P"bo ' Mivo 

* bo ' * wo 
T 
- W O AS0=N,D0L 

-
Joc= (hoc/ (Cp)0G, 

(A/)oc 

-
Aso=Nl(A0/L)L 

no \i>y& 

) p 2/3 
oc > L lo 

Shellside parallel flow 

b0 ~~~ 
L 

N, 

P 
a 

(Af)op = AsheU~-N,Trb2o/4 
Gop=W0/(Af)op 

Re0p = Gopb0/^0 

fop = p0&p0p(b0/L)/2G2oP 

Plo-(Cp)oH0/k0 

Gu = P1
0g$o\Tw-Tbo\b\!v}0 

WO 

* bo' * wo 

*~ wo 
Aso=NtirD0L 

Jop=(h0p/Cp)o(G2
op)Pr2

0
/1 

(Af)op=(Af)op 

-
AS0=N,(A0/L)L 

portant area of internal, single-phase, forced convection flow, 
demonstrate the pressure drop and heat transfer con
siderations. Figure 4 indicates that by fixing the envelope, i.e., 
both D, and L, a vertical line on the/) versus Re, curve will 
give the augmented pressure drop relative to the plain tube 
pressure drop at the same flow rate.1 Fluid properties and 
temperature-gradient effects, if any, are assumed to be the 
same for both tubes. It should be noted that the frictional 
transition from laminar to turbulent flow is typically much 
smoother in enhanced tubes than in plain tubes as shown in 
Fig. 4. Similarly, the relative Q,/Ar, comparisons are given in 
Fig. 5. For laminar flow, A7", may be the logarithmic or 
arithmetic mean value over the entire tube length, while for 
turbulent flow the usual practice is to report "fully 
developed" values since the developing length is much shorter 
than in laminar flow. Three points should be made about this 
presentation scheme: 

1. The intercepts at constant Ws do not, with the exception 
of Fig. 5, give the performance of one augmented tube 
relative to another unless the envelope diameters are identical. 

2. The envelope diameter basis may not be the best way to 
correlate data; for example, bore diameter or hydraulic 
diameter may be a more significant dimension. 

3. While this format leads to a Performance Evaluation 
Criterion (No. 1 in [2] and [3]), there are many other possible 
criteria, depending on the problem constraints. 

A complete description of the tubeside parameters for the 
proposed format is given in Table 3. This information is 
essentially self-explanatory, but a few points will be em
phasized here. All parameters are based on the inside envelope 
diameter, D-„ unless otherwise noted. All properties are 
evaluated at the arithmetic mean bulk temperature between 
inlet and outlet, Tbi, unless specified otherwise. Corrections 
for the effect of variable properties may be then made in 
terms of the viscosity ratio for liquids and the absolute 
temperature ratio for gases. For example, it is expected that 
the pressure drop data will usually be taken under isothermal 
conditions. In general, the Grashof number will be important 
only for laminar flow conditions. Finally, it should be noted 

Frictional pressure drop only is considered here. Entrance and exit losses 
and pressure variation due to momentum change must be considered on an 
individual basis. 

that the Graetz number, which is widely used in reporting 
laminar flow results, may be calculated as 

Gz, = Wt (Cp) i/k,L = (7r/4)Re,Pr,. (D,/L) (3) 

Note that although both Re, and t), are based on the envelope 
diameter, the Graetz number Gz, is expressed only in terms of 
actual variables. 

A very important aspect of the proposed format is that in 
addition to presenting all parameters in terms of Dh it must 
also be possible for the individual investigator to recast these 
parameters in terms of any possible combination of 
characteristic length, heat transfer surface area, and flow 
area. Therefore, it is essential that each tube geometry be 
characterized completely. Thus, the actual inside surface area, 
actual inside flow area, and actual inside perimeter must also 
be given for each tube. Finally, a scaled drawing or a 
photograph of a typical cross section will, in many cases, be a 
valuable aid in helping to interpret the tube geometry. 

Shellside Flow. In contrast to tubeside flow, which in heat 
exchanger terminology is unmixed, the shellside flow is much 
more complicated. In a baffled exchanger, the flow consists 
of contributions from both crossflow and parallel, or 
longitudinal, flow. Although these two components will be 
handled separately here, it should be understood that in 
general a stream analysis method [64, 65] must be applied to 
carry out a rigorous shellside thermal-hydraulic design. Such 
procedures almost always require the aid of a digital com
puter. 

Low-finned tubes were among the first of the enhanced heat 
transfer devices to become popular in shell-and-tube heat 
exchangers. As might be expected, low-finned tube data have 
been presented in many different formats. For example, the 
following diameters have been used in the literature as 
characteristic lengths: root, fin, hydraulic, volumetric 
hydraulic, modified hydraulic, and plain-end diameters. Data 
for low-finned tubes have been reported in the literature for 
the following cases [36-44]: 

1. Specific baffled shell-and-tube exchangers 
2. Crossflow in ideal tubebanks 
3. Longitudinal flow over a single tube inside a smooth 

annul us 

Of the references cited above, only that of Obermeier and 
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Schaber [43] falls in category 3, and there are apparently no 
data available in the literature for parallel flow over a bundle 
of low-finned tubes. Several sets of crossflow data have been 
obtained for ideal tube banks using low-finned tubes. The 
recent paper by Rabas, Eckels, and Sabatino [38] provides an 
excellent summary of the work done in this area and presents 
correlations for both pressure drop and heat transfer over a 
broad range of parameters. Their treatment uses the root 
diameter as the characteristic length. 

Very limited data have been obtained for longitudinal flow 
over bundles of fuel elements in nuclear reactors. However, in 
the nuclear industry, data for gas-cooled reactors, which have 
artificially roughened fuel element rods, are generally ob
tained using a single tube inside a smooth circular tube. 
Various transformations are available which then allow one 
to transform these single-tube results so that they are ap
plicable to longitudinal flow in actual tube bundles. One of 
the earliest, and best known, of these transformations was 
formulated by Hall [66] in 1962. Since then, a number of 
additional transformations have been developed, and these 
methods are summarized and discussed in detail by Dalle 
Donne and Meyer [67]. In view of the difficulty in obtaining 
longitudinal pressure drop and heat transfer data in bundles 
of tubes, it is suggested that greater emphasis be placed on 
obtaining such data using individual enhanced tubes as 
described above. Such an approach should be especially 
useful for screening potential tubes for a specific application. 

In Fig. 6, pressure drop and heat transfer data for low-
finned tubes, taken from Ward [39], are used to illustrate the 
proposed presentation format for shellside crossflow. The 
results are plotted in the form of foc versus Reoc andy'oc versus 
Reoc with all parameters calculated on the basis of the outside 
envelope diameter, D0. Data are presented for plain tubes and 
low-finned tubes with 0.446 fins/mm and 0.768 fins/mm, all 
with a nominal envelope diameter of D0 = 19.05 mm, layout 
angle of a = 30 deg, and pitch ratio of P/D= 1.25. A quick 
inspection of Fig. 6 indicates that of the three tube bundles, 
the low-finned tubes with 0.446 fins/mm clearly have the 
superior heat transfer versus pressure drop performance. 

The proposed shellside presentation format is summarized 
in Table 3 and consists of both crossflow and parallel flow. In 
the latter case, Table 3 is applicable to either a single tube or a 
tube bundle. In Table 3 all properties are evaluated at the 
arithmetic mean bulk temperature between inlet and outlet, 
Tb0, unless otherwise specified. In all cases the outside en
velope diameter, D0, is recommended as the basis for 
calculating the thermal-hydraulic characteristics. As was 
emphasized in the case of tubeside flow, the envelope 
diameter may not be the best characteristic length for 
correlation purposes. Therefore, it is essential that sufficient 
information be provided to calculate any characteristic 
length, minimum flow area, and heat transfer surface area 
desired as described in Table 3. 

Tubewall Parameters. Some mention must be made of the 
tubewall resistance, R",, which appears in equation 2. If either 
the inside or outside wall has extended surfaces (fins) attached 
to it, further details must be provided in order to completely 
define the geometry. In particular, as the heat transfer 
coefficient increases, the fin height increases, or the fin 
thermal conductivity decreases, the fin efficiency decreases 
and must be taken into consideration. In those situations 
where the fin efficiency becomes important, it is recom
mended that the data be corrected and presented on the basis 
of 100 percent fin efficiency. The most comprehensive recent 
treatment of fin efficiency is given by Kern and Kraus [68]. 

The required tube wall parameters are specified in Table 4. 
By treating the extended surfaces through the fin efficiency, 
the calculation of the tubewall resistance, R^,, may be 
summarized as follows 

"i 1—i—i i i i n 1 1—r 

D = 19.05 mm nominal 

P/D0= 1.25,0 = 30°, Nr = 6 
F t a d T b o / T w „ 

Fig. 6 Crossflow performance data from Ward [39] for low-finned tube 
bundles in envelope diameter format 

Table 4 Tubewall parameters 

Parameter Definition of notation 

Material 
Thermal conductivity 
Actual tubewall thickness 
Approximate tubewall 
resistance 
Inside dimensions 
required to completely 
characterize the tube 

Outside dimensions 
required to completely 
characterize the tube 

tw 
K w — / wt -A SWK w 

For example, for an 
internally finned tube 
with spiral fins the 
following parameters 
must be specified: 
• fin height 
• fin thickness 
• number of fins 
• fin pitch 
• fin efficiency 
• scale drawing or 

photograph of the 
fin contour 

For example, for a 
low-finned tube the 
following parameters 
must be specified: 
• fin height 
• fin thickness 
• fins per unit length 
• fin efficiency 
• scale drawing or a 

photograph of the 
fin contour 

R"v=ln(D0/Di)/2-KkwL (circular cross sections) (4) 

R"v = tw/Aswkw (noncircular cross sections) (5) 

where Asw is the mean tubewall surface area. In general, the 
tubewall resistance will be quite small in comparison to the 
convective resistance. 

Concluding Remarks 

A systematic procedure for the presentation of per
formance data for enhanced tubes used in shell-and-tube heat 
exchangers has been proposed. This approach is based on the 
use of the inside and outside envelope diameters of the tube to 
evaluate all the required flow and heat transfer parameters. In 
addition, the procedure requires that sufficient geometric 
parameters be provided so that the envelope-based parameters 
can be recast into any form desired for purposes of corn-
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parison, correlation, and evaluation. Although the proposed 
procedure is based on single-phase flow, the concepts set forth 
in this paper should provide the basis for extension to 
multiphase systems. 

It is recommended that tubeside pressure drop data be 
presented in the form of f, versus Re,. Tubeside heat transfer 
data should be plotted as Nu, versus Gz, for laminar flow and 
Nu,-/Pr°-4 versus Re, for turbulent flow. For outside 
enhancement it is proposed that the data be presented in the 
form of f0 versus Re0 and j 0 versus Re0 for both crossflow 
and parallel flow. 

The adoption of the proposed format would achieve at least 
four important objectives: (/) confusion could be avoided, 
(//') time could be saved, (Hi) initial screening of enhanced 
tubes could be carried out easily, and (iv) new enhanced tube 
data could easily be input into existing computer programs. 

Finally, although performance data for a number of 
commercially available enhanced tubes have been reported in 
the literature, additional data are badly needed in several 
areas. In particular, data for shellside flow and heat transfer 
are very limited, especially for parallel flow where data are 
virtually nonexistent. 
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The Thermal Performance of the 
Wet Surface Plastic Plate Heat 
Exchanger Used as an Indirect 
Evaporative Cooler 
A mathematical model of the plate heat exchanger (PHE) cooling unit has been 
developed and solved using a digital computer. The equations of temperature 
distribution on each plate in a counterflow PHE cooling unit are derived using an 
energy balance analysis. The results are presented in the form of numerical values of 
the "overall effectiveness" of the heat exchanger. Factors affecting the ef
fectiveness of the PHE cooling units have been investigated. The change of tem
peratures and humidity ratios of the air flows in the heat exchanger are also 
analyzed. Finally, the high performance of the PHE cooling unit is explained by 
introducing the concept of "enthalpy potential. " This unit is of particular interest 
as a component in solar-assisted cooling systems. 

Introduction 

The plate heat exchanger (PHE) unit shown diagram-
matically in Fig. 1 can be used as an air conditioning system 
(both heating and cooling) using thin plastic plates as heat 
exchange surfaces [1], as shown in Fig. 2. When used for 
cooling, water is sprayed into the heat exchanger, evaporation 
of water occurs in the secondary flow of the heat exchanger 
(the airflow in contact with the wetted sides of the heat ex
changer plates, "refrigerant"), while the primary flow of the 
heat exchanger (the airflow in contact with the unwetted sides 
of the heat exchanger plates) is cooled without picking up any 
moisture. The heat exchanger unit is composed of many thin 
plastic plates of 0.25-mm or less thickness. The plates have 
small protrusions which promote turbulence in the air and at 
the same time provide support and spacing of adjacent plates. 
To avoid the complication of dividing two flows at different 
temperatures, the crossflow arrangement is used in practice. 

Since the late 1960's, the performance and development of 
the PPHE1 have been under active research in Australia. It is 
reported that the PPHE is an effective air cooler having 
competitive capital cost and significantly lower energy 
consumption when compared with a conventional vapor-
compression system. The electrical power consumption does 
not exceed 1.0 W/L/s (0.5 W/cfm). Consumed water does not 
exceed 0.3 L/day/L/s air flow. 

Data used to compare the computed results are available 
from experimental results by Chan [2]. Due to different flow 
arrangements, comparison of the numerical values is 
qualitative only. 

Early work on using the wet-surfaced plate heat exchanger 
in air conditioning systems was reported by Watt [3]. The 
plate material is use then was mostly plane sheet metal. 

In the late 1960s, Pescod [1] developed a system using 
plastic sheets as the evaporatively cooled surfaces. Typical 
PPHE cooling performance can be drawn on a portion of a 
psychrometric chart shown in Fig. 3. The performance of a 
simple, direct evaporative (DE) cooler (in which water is 
evaporated into the airstream to be conditioned) is also shown 
in the figure for comparison. It may be seen that for a DE 
cooler, a temperature drop of 10°C is possible in the air flow 
to be conditioned. A lower temperature of air into the con
ditioned space can be provided by the PPHE with a 14.4°C 
temperature drop. According to Pescod's report, the 
theoretical minimum temperature for the conditioned air is 
equal to the dew point of the ambient air; the theoretical 
minimum temperature for a simple DE cooler is equal to the 
wet bulb temperature of the ambient air. 

The cooling performance of a PPHE is given by "the 
overall effectiveness" defined as 

decrease of dry bulb (DB) temperature of the primary flow 

(primary inlet air DB temperature — secondary inlet air WB temperature) 
(1) 

The present study uses fundamental heat transfer theories 
to investigate the characteristics of the thermal performance 
of the wetted PPHE used as an indirect evaporative cooler 
with particular emphasis on studying the factors affecting the 
thermal performance. For simplicity, only the counterflow 
case will be considered. 

Plastic Plate Heat Exchanger 
Contributed by the Heat Transfer Division and presented at the ASME 

Winter Annual Meeting, Washington, D.C., November 15-20, 1981. 
Manuscript received by the Heat Transfer Division February 22, 1981: Paper 
No. 81-WA/Sol-ll. 

The subscript, w, denotes the heat exchanger is wetted. The 
value of ew has been found to remain fairly constant (about 
0.85) over the normal range of working conditions. Chan [2] 
has reported the test results for four types of PPHE; each type 
has two models-one of them contained plate surfaces 
chemically treated using colloidal silica and the other used 
untreated plate surfaces. Surface treatment improves the 
surface wettability of the plastic plates. The results showed 
the relationship between effectiveness (e„) and the velocity of 
the primary air flow (Va) is of the form 

1 

\+aV„ 
(2) 
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Fig. 1 A schematic diagram of an indirect evaporative cooling unit 
using a plate-type, crossflow heat exchanger. Although water is 
recirculated in practice, no water recirculation is considered in the 
analysis presented in this paper. 

where a and x are constants. Values of a and x depend on the 
particular model. The effect of the surface treatment increases 
the effectiveness by up to 10 percent. In Chan's report, it was 
concluded that the plate spacings and spike densities have 
only slight influence on effectiveness. The most recent design 
of PPHE changes the direction of the refrigerant air flow 
through the heat exchanger from downwards to upwards [4]. 

The PPHE with balanced air flows is not normally used 
because of the need to slightly pressurize the building and 
reduce infiltration. The secondary air rate is usually made less 
than the primary rate (the secondary air is obtained from the 
conditioned space). Experiments have found that the cooling 
effectiveness is not significantly affected until the flow ratio is 
reduced below 0.80. In a special case of rooms having a high 
latent heat load, such as washrooms and kitchens, the exhaust 
air from the room need not be used and the cooled air from 

SECONDARY FLOW 
PASSAGE 

PLASTIC 
PLATE 

PRIMARY FLOW 
PASSAGE 

PROTRUSIONS 

PLASTIC 
PLATES -

PROTRUSION SPACING J 

DETAIL G 
Fig. 2 Details of plastic plate heat exchanger used in the analysis 

the heat exchanger may be divided, with about half entering 
the room and the remainder returning through wet passages 
of the heat exchanger. More than twice the air flow must pass 
through the primary passages of the heat exchanger, i.e., the 
flow rate will be less than 0.5. The effectiveness in this case 
was found to be about 12 percent lower than the system with a 
flow ratio of 1.00. 

Factors affecting cooling performance include air flow 
rates, surface treatment, air flow ratio, and flow length. 

Hollands [5] has carried out an analysis of evaporative 
cooler pads to study the process of adiabatic humidification. 
Kreid et al. [6] have proposed a method to correlate the data 

Nomenclature 
a,a',b,b' 

B 
C 
c 

d 
dA 

h 

h' = 

h*„ = 

Hi = 
Hd = 
HJ = 

Hfe = 

Hg = 

Hs = 

Hw = 
L = 

Le = 
M„ = 

coefficient (dry) 

coefficient (wet) 

in wet passage, 

constants 
plate width, mm 
specific heat of air, J/kg °C 
specific heat of water, J/kg 
plate thickness, mm 
elemental area of plate, m2 

sensible heat transfer 
W/m 2°C 
sensible heat transfer 
W/m 2 o C 
mass transfer coefficient 
kg/m2s 
enthalpy of moist air, kJ/kg 
enthalpy of water, kJ/kg 
enthalpy of water at temperature entering 
control volume C, kJ/kg 
latent heat of evaporation (Hg -Hd), kJ/kg 
enthalpy of saturated steam at temperature of 
control volume C, kJ/kg 
enthalpy of water leaving the spray nozzle, 
kJ/kg 
enthalpy of water at temperature tw, kJ/kg 
plate length, mm 
Lewis number = h*/hmCpa, dimensionless 
air mass flow rate (primary flow) in one half 
of the dry passage, kg/s 

Ma = air mass flow rate (secondary flow) in one half 
of the wet passage, kg/s 

Md = mass flow rate of water leaving control 
volume C, kg/s 

MJ = mass flow rate of water entering control 
volume C, kg/s 

Me = mass rate of evaporation from control volume 
C into air stream, kg/s 

Ms = mass flow rate of spray water entering control 
volume C, kg/s 

ns = spray water rate (times evaporation rate), 
dimensionless 

NTU = dimensionless parameter, hdA/(MaCpa) 
Qe = heat transfer rate from primary flow to the 

plate, W 
Qs i = total sensible heat transfer to secondary flow, 

W 
QSiU = sensible heat transfer rate from nonwetted 

surface, W 
QSjW = sensible heat transfer rate from wetted sur

face, W 
r = ratio, h*/h, dimensionless 

R = heat capacity rate ratio, MsCw/(MaCp^), 
dimensionless 

s = plate spacing, mm 
t = temperature, °C 
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Fig. 3 Psychromefric chart showing performance of direct and in
direct evaporative coolers: *„, = 98°C/36.7°C,i/l0 =72°F/22.2°C 

of wet surface heat transfer with that of dry surface 
operation. 

More recently, McClaine-Cross and Banks [7] have 
analyzed this unit. They made their calculations for the whole 
area of the plate, leading them to use mean values for tem
peratures and humidity ratios based on entry and exit con
ditions of the heat exchanger. This caused the secondary flow 
properties along the flow path to follow a straight line close to 
the saturation line of the psychrometric chart, while at exit to 
atmosphere, the air states lies on the saturation line. Another 
assumption was that the plates were completely wet (wet
tability is one). Their results are 20 percent higher than the 

experimental results reported in [1] and [2], whereas the 
results of the analysis reported here are 8 percent higher than 
the experimental results. In both cases the analyses treated the 
counterflow heat exchanger, whereas the experiments were 
performed on crossflow heat exchanger models. 

Theory 

Consider a counterflow PPHE with wet surfaces. The front 
view of a basic heat exchanger unit is shown diagrammatically 
in Fig. 2. 

There are small tapered protrusions, or spikes, on one side 
of the surfaces of each plate. The extended surface area 
usually is difficult to determine precisely, and, hence, the 
projected area of the plate will be used in the analysis. 

Air flows in both passages are turbulent over the range of 
air velocities being used in the application (typical values are 1 
to 4 m/s). For air flow in dry passages, tests performed by 
Pescod [8] determine the heat transfer coefficient, h, is given 
by 

h=FVbW/m2°C (3) 
Data adapted from Pescod's report show that for protrusion 
spacing (see Fig. 2) of 13.4 mm, F and b are 49 and 0.6, 
respectively. For a protrusion spacing of 6.7 mm, F and b are 
54 and 0.7, respectively. For air flow in wet passages, heat 
transfer coefficient data is not available for this application. 

Figure 4 shows the control volumes having cross-sectional 
area, dA, and the water which is covering the area dA at the 
wet side of the central plate. The heat and mass fluxes en
tering and leaving the control volumes, C, E (for the primary 
flow), and F, (for the secondary flow) are shown in Fig. 4. 
The following assumptions are made: 

1 Air and water properties are constant. 
2 The thermal resistance of the plate is negligible. 
3 The wettability of the plate is uniform. 
4 Temperature change of the air stream is in the direction 

of flow only. 
5 The Lewis number is unity. 

. Nomenclature (cont.) 

ta = 

* 
h = 
* 

tri = 

h = 
tkl = 
ho = 

h = 
V = 
t, = 
t„ = 

(RH)*i 

air temperature of the primary air flow, °C 

air temperature of the secondary air flow, °C 

initial conditions at the entrance of the 
secondary passage where absolute humidity is 
w*h °C 

wet bulb temperature of the secondary air 
flow, °C 
temperature of superheated steam, °C 
initial temperature of the primary air flow, °C 
outlet temperature of the primary air flow, °C 
plate temperature (element I), °C 
plate temperature (element I - 1), °C 
temperature of water leaving spray nozzle, °C 
water film temperature on plate, °C 
initial relative humidity of primary air stream 
(ambient air conditions), dimensionless 
initial relative humidity of secondary air 
(refrigerant), dimensionless 
air velocity, m/s 
velocity of primary air flow, m/s 
velocity of secondafy air flow, m/s 
absolute humidity of air in the secondary air 
stream, kg/kg 

wd = 

W s a t = 

AH* = 

Ata = 

Aw* = 

S 

P 

Superscript 

absolute humidity at the entrance of the 
secondary passage where the initial tem
perature is tci, kg/kg 
absolute humidity of saturated air at the 
temperature (/„) of the water film, kg/kg 
absolute humidity of saturated air, kg/kg 
elemental enthalpy change of secondary flow 
(equation (19)), kJ/kg 
elemental air temperature change (equation 
(18)), °C 
elemental absolute humidity change of 
secondary flow (equation (22)), kg/kg 
effectiveness of the PPHE, defined by 
equation (1), dimensionless 
flow ratio (= M*/Ma), dimensionless 
wettability of plate (<r = 0.0: dry; CT=1.0: 
completely wet), dimensionless 
water film thickness on plate, m 
air density, kg/m3 

secondary flow 
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Fig. 4 Heat and mass fluxes in control volumes E (primary flow), C 
(plate and water film) and F (secondary flow) 

Table 1 Constants a' and b' for calculation of saturated-air 
humidity 

INPUT DATA 

Temperature 
(°F) (°C) 

wsst x 10-5 

(lb/lb) 
(kg/kg) 

55 
60 
65 
70 
75 
80 
85 
90 
95 

100 
105 
110 

12.8 
15.6 
18.3 
21.1 
23.9 
26.7 
29.4 
32.2 
35.0 
37.8 
40.6 
43.3 

9.19 
11.04 
13.22 
15.77 
18.76 
22.26 
26.34 
31.09 
36.60 
43.07 
50.36 
59.27 

0.0111 
0.0151 
0.0199 
0.0261 
0.0374 
0.04302 
0.05441 
0.06809 
0.08633 
0.1067 
0.1324 

0.000369 
0.000436 
0.00051 
0.000598 
0.000713 
0.000816 
0.00095 
0.001102 
0.001294 
0.001498 
0.001742 

An energy and mass balance on control volume, C, 
produces: 

Energy balance 

Qe + MJHJ + MSHS = Q,iW + Qs<u + MeHg + MdHd (4) 

Mass balance 

Also 

M,+MJ =M„+Md (5) 

Qe=hdAUa-tp) (6) 

Qs,w=h*dA(o)(tw-ta*) (7) 

QStll=hdA(\-c,)(tp-t;) (8) 

Both heat transfer coefficients, h and h*, are calculated based 
on the projected area of the plate. The area of the wetted 
surface is (adA) and (1 - a) dA is the nonwetted area on the 
wet side of the plate. 

Essentially, the water on the plate is "excessive water" in 
the wet passage. Because the purpose of injecting water into 
the secondary passage is to provide sufficient evaporation, 
excessive water should be kept to a minimum. Even in those 
cases where the rate of water circulation is increased to im
prove the wettability of the plate, the excessive water rate 
should still be limited to assure low running cost of the 
system. Because the thickness of the water film is small, it is 

Calculate t . and w i 

Corapute h . h * (Equ. 2 J) 

Coiaputu ).* (Equ. 25) 

C o m p u t e M ,M* ( E q u . 2 4 ) 

Y 
Let 1 . ^ 1 - D = t h > l 

^» ^ 
1 = 1 + 1 

C a l c u l a t e p l a t , ; t empera tu re (Eqi i . i s ) = w.it. 

C a l c u l a t e Q (Hqu. 9 ) , H I E I J U . 1 0 ) , 

II* (Equ . 1 9 ) , ,'w* (E.iu. 22). 

f ' 
t u ( l ) = t 1 1 1 - 1 > + ' t i 

H * ( I ) - H * ( I - ! > + i l l * 

w * ( l ) - w * ( I - l ) + -*.w* 

C a l c u l a t e t * ( I ) ( E q u . 21) 

-< iSM • -" ' I 

-^i * * _ P r l 

Sec 

t 

raary 

o n t o v -

- F i u v — 

- How —fc-

i 

4 
Output Data 

Fig. 5 Flow chart of computer program 

assumed that the temperature difference across the water film 
on the plate is negligible, and, hence, the local temperature of 
water on the plate can be taken to be the same as the local 
temperature of the plate. Also, assuming h*=h, equations (7) 
and (8) can be combined to form the total sensible heat 
transfer 

Qs,w + Qs,u=h*dA(tp-t*) = Qs,, (9) 

Also 

Me=h*dA(wd-w*)a (10) 

There are two excessive water terms in each elemental 
volume of the wet passage except for the one at the passage 
top. They are the "entering" excessive water, denoted by Mj, 
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Fig. 6 The Influence of various parameters on the value of the ef
fectiveness tw, thl =97°F/36.1°C, RHM = 20 percent, fc/ =79°F/26.1°C, 
RHhi = 60 percent: 

effect of air flow velocity, Va, with ff = 0.6, 0 = 0.8, and 
L x B = 200 x 200 mm2 

effect of flow rate ratio, <t>, with <r = 0.6, Vg =2m/s, and L x 
B = 200 x 200 mm2 

— - —effect of wettability, a, with 0 = 0.8, Va =2m/s, and L x 6 = 200 
x 200 mm2 

effect of flow length, L, with a = 0.8, 0 = 0.8, Vg = 2m/s, B = 200 
mm 

and the "leaving" excessive water denoted by Md. For the top 
elemental volume, Md is zero. 

Hg and Hw, the values of the enthalpy of superheated steam 
and water, respectively, referenced to 32°F (0°C), are given 
by [5] 

", = { 1061 + 0.444 fg (°F) Btu/lb 
2501.3 + 1.86/, (°C)kJ(kg) 

H„ 
( C„(tw- 32) Btu/lb 
^ t t f f w K 

( i i ) 

(12) 
"wtw kJ/kg 

Substituting equations (5) through (12) imo equation (4) and 
rearranging, the following equation is obtained 

-t„=r(tp-ta*) + ra 
T C 

(Hg-Hw)(.wd-we*) 

R MdC„ 

MTU p hDA 
(13) 

The transfer of heat from the wet plate surface to the bulk air 
flow in the secondary passage is made up of two components: 
sensible heat, and evaporative latent heat. The sensible heat 
transfer coefficient is affected by the following three factors: 
(a) the fluid flow mechanisms, (b) the air mixture 
properties, and (c) the flow geometry. It is assumed that the 
sensible heat transfer coefficient in the wet passage has ap
proximately the same characteristics as the sensible heat 
transfer coefficient in the dry passage. 

100 

DISTANCE FROM SECONDARY FLOW INLET, mm 
Fig. 7 Temperature distributions of the air flows and plate; 
enthalpy change in the secondary flow: thj=ta at inlet 
97°F/36.1°JC, t* at inlet = 79°F/26.1 X ; RHhi = 2 0 per-
c e r " . RHc/=60 percent, <r = 0.8, V a = 2 m/s,L x B =200 
x 200 mm2 

For a small range of temperature (5°F/2.78°C), value of 
the specific humidity of saturated air may be written as a 
linear function of temperature with general form 

wd=a'+b'tp (14) 

where a' and b' are constants obtained for the proper range 
of temperatures. They are shown in Table 1 derived from 
steam tables. 

Substituting equation (14) into equation (13) and solving 
for the plate temperature, tp 

ta+rt* +B{w*-a')+ j ^ U,+Ct;) 

" (1.0 + r + Bb' +R/NTU+Q 

(15) 

Equation (15)2 gives the temperature of the plate in terms 
of primary flow conditions (ta,Ma), secondary flow con-

Constants used in equation (15): 

ra(H -Hw) 
B = 

c=-
MdC, d^w 

hdA 

R MSCW 

NTU hdA 
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Table 2 Values of overall effectiveness for different air flow temperature 
conditions: RHhi = 20 percent, RH*cl = 60 percent, <j> = 0.8, a = 0.6, Va = 2m/s, 
LxB = 200 X 200mm2 

Primary 
flow inlet 

DB temperature 

(°F) (°C) 
86 30 
95 35 
104 40 
113 45 

(°F) 
(°C) 

59 
15 

0.81 
0.82 
0.82 
0.83 

Value of overall effectiveness, elv, 

Secondary flow inlet WB temperature 

62.6 66.2 69.8 73.4 77 
17 19 21 23 25 

0.81 0.81 0.80 0.78 0.74 
0.82 0.82 0.82 0.82 0.82 
0.83 0.83 0.84 0.84 0.83 
0.84 0.84 0.84 0.85 0.85 

ditions (/„*, w*, M*), water spray conditions (ts,Ms)>
 a n d the 

plate surface condition (o). An energy balance for control 
volume E gives 

^a^p,a*Q ' •MaCpJta + Ata) + hdA(ta-tp) (16) 

and for control volume F 

M*H*a + QSJ + MeHg = M* {H* + AH*) (17) 

Equations (16) and (17) can be solved for Ata and AHa, 
respectively. The results are 

hdA 
M„=- ^~-{fa-tp) 

MaCp<a 

AH: + 
M„ 

H0 
Ma* • M* 

The enthalpy of moist air can be written as 

H„* = 
("0.24C + w„*(1601 +0.444C)Btu/lbm 
L 1.0C + w„*(2501.3 + l.86t*)kJ/kg 

(18) 

(19) 

(20) 

If H* is known, then equation (20) can be used to solve for t*. 
The result is 

i ^ i o e i w ; / / ; - 2 5 0 i . 3 < 
a 0.24 + 0.444w; ° r '" (1.0+1.86*;) ( ' 

The change of the humidity ratio of the secondary flow is 

M„ 
Aw* = 

M! 
(22) 

The essential equations of the heat exchanger systems are 
composed of equations (15), (18), (19), (21), and (22). Initial 
conditions at the entrance of the secondary passage are tci and 
wc/, the inlet conditions of the air. An iterative process is used 
to determine the physical properties of the air streams along 
each passage. Iteration is necessary because the initial value of 
the effectiveness is assumed at the beginning of the program. 
The increment of tho is 0.05 °F, and the criteria of comparison 
is that the computed tM should converge within a tolerance of 
0.5 percent error. The effectiveness of the heat exchanger can 
be computed. Properties of moist air, such as wet bulb 
temperature and specific humidity, are found using an 
existing ASHRAE subroutine [9], 

One of the prototypes used in Pescod and Chan's ex
periments is chosen to be the system for simulation with the 
flow arrangement changed to counterflow. In this prototype, 
the plate has a protrusion spacing of 6.7 mm, the plate size is 
200 mm x 200 mm, and plate spacing is 3.4 mm. Using 
equation (3), the heat transfer coefficients of the air flows in 
the dry and the wet passages are obtained [8] 

h = h* = 54 Fa°-7W/m2°C (23) 

Numerical Procedure 

A flow chart of the computer program is given in Fig. 5. 

Table 3 Influence of spray water conditions on the ef
fectiveness: fw = 97°F/36.1°C, f*, = 79°F/26 ic, RHhi = 20 

* 
percent, RHC,=60 percent, 0 = 0.8, <r=0.8, Va=2 m/s, 
L x B = 200 x 200mm2 

'sCQ 
22.8 
22.8 
22.8 
22.8 

"s 

5 
10 
20 
30 

tw 

87.0% 
87.4% 
87.2% 
87.3% 

'sCQ 

35 
35 
35 
35 

"s 

5 
10 
20 
30 

e.v 

85.6% 
84.0% 
82.0% 
81.3% 

tsCQ 
65.5 
65.5 
65.5 
65.5 

ns 

5 
10 
20 
30 

fw 

81.8% 
79.7% 
73.0% 
66.1% 

The input data of the program includes the following 
parameters (units are as in the nomenclature): 

• Dimensions of the heat exchanger (L, B, s) 
9 Density of the air (p) 
9 Atmospheric pressure (patm) 
• Latent heat of evaporation of the water (Hfs) 
9 Ambient air conditions (thi, (RH)hi) 
9 Refrigerant air conditions at the entrance to the passage 

(t*d,(Rhyci). 
9 Spray rate (Ms) 
• Water temperature (ts) 
9 Approach velocity (Va) 
9 Flow rate ratio (4>) 
9 Wettability of the plate (a) 

The output data of the program includes the effectiveness 
of the heat exchanger, supply air conditions and change of 
fluid condition throughout the passages. Additional 
equations needed are: 

Mass rate air flow 

Ma sBVaP;MZ= —sBV*p 
2 "- ' 2 

Mass transfer coefficient (Lewis relation) 

1 
h* - • 

L„Cn 
-h* 

(24) 

(25) 

The plate area is divided into a number of small elements, np. 
Computer experiments showed that an optimum value of np is 
31. 

Results and Discussion 

Table 2 shows typical values of ew for the conditions stated. 
The condition of the entering primary air flow varies over the 
range 30°C (DB) to 45 °C (DB). The condition of the entering 
secondary air flow varies over the range 15°C (DB) to 25 °C 
(DB). The relative humidity of the entering secondary flow in 
this table is fixed at 60 percent, since it represents a typical 
value of air leaving a residential building. 

Figure 6 shows the influence of various parameters on the 
value of ew. As the velocity of the primary air flow increases, 
ew decreases. As the flow rate ratio increases, ew increases. As 
the wettability increases, ew increases. As the flow length 
increases, ew increases. 
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Figure 7 shows the temperature changes of the plate and the 
air flows, and the enthalpies of the saturated air film in 
contact with the water film surface and the free airstream. As 
the distance from the secondary flow inlet increases from 0 to 
200 mm, the plate temperature increases from 22.2 to 27°C; 
the primary air flow temperature increases from 23 to 36.1 °C; 
the secondary air flow temperature firstly decreases from 26.1 
to 23.0°C and then increases to 25.1 "C; and the enthalpy 
difference increases from 4.81 to 14.30 kJ/kg. 

Figure 8 shows the change of relative humidity in the 
secondary air flow along its flow direction. In this figure, 
there are three plates of different wettability (a = 0.6, 0.4, and 
0.2). For the plate with wettability of 0.2, the RH* increases 
from 60 to 77 percent, then decreases to 75.5 percent. 

Table 3 shows the influence of the spray-water temperature 
and the circulation rate on the value of e„,. The spray-water 
temperature varies from 22.8 to 65.5°C. The circulation rate 
varies from 5 to 30 times the evaporation rate. 

Input data for this program is as follows. The dimensions 
of the heat exchanger from Chan's report [2] are 227 mm (L) 
x 193 mm (B). The effective area of the plate is less than the 
total area because of methods used around the periphery to 
hold the unit together. It is found that the effective area of the 
plate is 90 percent of its total area. The heat transfer area is 
0.04 m2 (0.42 ft2). The air density used is 1.2015 kg/m3 (0.075 
lbm/ft3). The atmospheric pressure is assumed to be 100 kPa 
(29.92 in. Hg). The ambient air conditions are varied over the 
temperature range of 30°C (DB) to 45°C (DB). According to 
equation (1), the relative humidity (RH) of the ambient air 
will not affect the effectiveness of the heat exchanger. 
However, the PPHE has less application in areas where the 
ambient wet bulb temperature frequently exceeds 25 °C, 
because comfort humidities can not be attained. Therefore, a 
RHM value of 20 percent is used in the analysis. The 
refrigerant air conditions are varied from 15°C (WB) to 25°C 
(WB), and the RH value has been fixed at 60 percent. The 
approach velocity is varied over the range of 2 m/s to 4 m/s. 
The rate of the water spray is firstly assigned a value equal to 
a typical value of the rate of evaporation in the passage, 
derived by taking two ends states of the secondary flow from 
the information available (see Pescod [1]) and then estimating 
the change in the moisture content of the air. The result is 
0.018 kg/hr per 1/2 passage (0.04 lb/hr per 1/2 passage). It is 
found that this value is about 30 percent less than that 
calculated numerically. It is then adjusted to 0.025 kg/hr per 
1/2 passage (0.057 lb/hr per 1/2 passage). The rate of water 
spray is varied by multiplying this newly determined value by 
a factor, ns; the range of ns being from 1 to 30. The wet
tability of the plate is assumed to be uniform thoughout, and 
in addition to this, it is assumed to be constant when the water 
spray rate is increased up to 30 times the rate of evaporation. 
In practice, it is found that increasing the rate up to 20 or 30 
times the evaporation rate, the wettability of the plate can be 
improved. 

Other points worth noting include: The temperature dif
ference across the plate has been assumed to be negligible 
because of the small thickness of the plates. The water spray 
was considered to be equally distributed on the plate surfaces, 
this insuring that there is a constant value of Ms for every 
element of the plate. Actually, most of the water leaving the 
nozzles travels a certain distance in the free stream of the 
secondary circuit. Part of the water thus can be convected into 
the free stream in vapor form. This evaporation was 
neglected. It has been idealized that all the water evaporated is 
from the surface of the plate. 

According to Threlkeld [10], Meyer has experimented with 
the finned-tube condenser to study the heat transfer coef
ficient from wet surfaces of the tubes. The results have in-
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Fig. 8 Change of relative humidity of the secondary flow stream along 
the flow length: thi =97°F/36.1°C, t* ; =79°F/26.1°C, RHhi =20 percent, 
RHJ,- = 60 percent, 0 = 0.8, Va = 2 m/s 

dicated that it is slightly greater than the heat transfer 
coefficient of dry operation. 

McQuiston [11] has published results on heat transfer 
coefficients in parallel plate heat exchangers. He showed that 
when the flow was developed over 80 percent of the channel 
length, the water had little effect on the heat transfer coef
ficient except at high Reynolds numbers. As the Reynolds 
number increased, the heat transfer increased. It was also 
found that the actual increase depended on the plate material 
and cleanliness. Further results are reported in [12]. 

In deriving equation (13), two nondimensional groups, 
NTU and R, have similar forms as those of NTU and R which 
are widely used in heat exchanger designs. But is should be 
noted in interpreting their physical meanings that the working 
fluid in the secondary passage is not solely water. The 
relationships between ew and R, and between elv and NTU, 
have been observed. From Table 3, we see an increase of ns, 
causing an increase in R tends to increase e„ slightly. Figure 6 
shows that an increase in the flow length, which can be taken 
as an increase in NTU, increases elv. But as the flow length is 
increased up to a certain value (in this figure, 400 mm), e,v 

reaches a maximum and remains constant as the flow length 
increases further. Similar relationships have been found 
between R and e, and NTU and e, for the ordinary coun-
terflow heat exchangers. 

Figure 7 shows the internal change of the fluid properties. 
The ambient air and plate are cooled throughout the primary 
passage of the heat exchanger. The secondary flow is first 
cooled, and then is heated. The sensible heat transfer on the 
dry side of the plate from the primary air flow to the plate is 
always in the same direction. The sensible heat transfer on the 
wet side of the plate is found to change directions. But the 
enthalpy curves on the same figure show a clear picture of the 
driving potential of the heat transfer in the wet passage. The 
enthalpy difference between the air in the saturated air film 
and air in the free stream is found to be always positive. It is 
also found that the contribution of the latent heat transfer is 
dominant in the wet-surface heat transfer process. Actually, 
99 percent of the total heat transferred from the primary 
passage was converted into latent heat of the water vapor in 
the secondary passage. The change in direction of the sensible 
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heat transfer is not significant. The heat transfer mechanism 
in the PPHE can now be described. Following the primary 
flow direction, the hot air stream in the dry passage con
tinuously releases heat to the dry side of the plate,.while the 
evaporation of water occurs on the wet side of the plate. The 
plate is cooled as a consequence. The circulation of water 
provides the wetting of the plate and hence a saturated air film 
is formed at the interface of the wet-plate surface and the free 
stream of air. The saturated air film creates an enthalpy 
potential for the heat flow to be transferred from the wet 
surface to the free stream of air. The wet surface continuously 
gives heat to the free stream of air until the enthalpy potential 
becomes zero, i.e., the enthalpy of the saturated air film is 
equal to that of the free-stream air. This occurs when the 
water film has a temperature which is equal to the wet bulb 
temperature of the air in the free stream. Therefore, the 
theoretical minimum temperature to which the plate can be 
cooled is the initial wet bulb temperature of the refrigerant 
air. Figure 2 shows the theoretical minimum temperature for 
the air flow being conditioned as tclw. 

The use of the secondary air flow in the PPHE cooling unit 
is to provide a lower possible temperature to which the am
bient air can be cooled. The appropriate air flow to be used as 
the refrigerant for the PPHE cooling unit thus should have a 
wet bulb temperature which is lower than that of the ambient 
primary air. From Figs. 7 and 8, the process line for the 
refrigerant air in the heat exchanger can be generated on the 
psychrometric chart. It is found that the line bends away from 
the saturation line at the end of the section of the refrigerant 
air passage. 

Conclusions 

An analysis has been carried out on a counterflow plastic 
plate heat exchanger air cooler. Computed results show 
qualitative agreement with experimental values of the ef
fectiveness of the system. The concept of "enthalpy poten
tial" has been used to explain the heat transfer process in the 
heat exchanger. The value of the theoretical minimum 
temperature to which the ambient can be cooled in the heat 
exchanger is verified to be the initial wet bulb temperature of 
the refrigerant instead of the dew point of the ambient air. To 
make full use of the PPHE, it is necessary that the refrigerant 
air should have a wet bulb temperature which is lower than 
the wet bulb temperature of the ambient air, and the spray 
water should be at a temperature which is about room tem

perature or lower. A low rate of water spray is preferred. If 
the spray rate is not larger than 5 times the evaporation rate, 
the water temperature can be as high as 35°C, and the same 
effectiveness of the heat exchanger can still be obtained. On 
the other hand, if water of low temperature is used, then the 
effectiveness will not be varied significantly while the rate of 
circulation water is increased from 1 to 30 times the 
evaporation rate. It is recommended that a detailed in
vestigation of the crossflow PPHE air cooler be carried out. 

The use of the PPHE as a component in a solar-assisted 
cooling system has been discussed in [13]. 
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Crystalline Fouling Studies 
In a study of fouling of heat exchangers, aqueous solutions of CaS04 and Li2S04 

were circulated through electrically heated tubes at controlled conditions. Measured 
induction periods and fouling rates of both salts were found to be primarily func
tions of the supersaturation of the solutions. Secondary correlating parameters were 
surface temperature for the Li2S04 solutions and mass transfer coefficients for the 

Introduction 

One of the first experimental programs at Heat Transfer 
Research, Inc. (HTRI) was a study of fouling as it might 
occur in shell-and-tube heat exchangers. Improvements in the 
prediction of heat transfer coefficients would be of limited 
value if excessive fouling resistances were to be included in the 
ratings to cover possible fouling. This paper reports on the 
tests of fouling of inverse-solubility salt solutions in the HTRI 
Stationary Fouling Research Unit [1]. These studies were 
followed by studies of cooling water fouling in the same unit 
and, subsequently, in Portable Fouling Research Units, [2-7] 
reported earlier. 

with micrometers at several points near each end of a tube 
before and after operation. 

The thermal resistances between the tube-wall ther
mocouple junction and the inside surfaces of the tubes were 
determined by operating the unit with clean water through 
full ranges of flow rates and heat fluxes. Wilson plot 
techniques [1, 9] were then used to determine the resistances. 
With these data, it was possible to determine the temperature 
of the inside tube surface as a function of heat flux [1], Heat 
balances made during these calibration runs gave data needed 
to predict heat losses from the test sections. 

Apparatus 

The HTRI Stationary Fouling Research Unit is described by 
the flow diagram, Fig. 1. Test section tubes of brass or carbon 
steel 48-in. (1220-mm) long with inside diameters of 1/2, 1, 
and 2 in. (13, 25 and 51 mm) were operated in parallel. Each 
test section was heated by electrical elements as shown in Fig. 
2. The cartridge heaters were embedded in machined slots 
with heat transfer cement to fill the voids. Copper sheets, 
wrapped around the heaters and cement, were strapped with 
hose clamps. Thermal insulation covered the assembly to keep 
heat losses to predictable minimums. 

Thermocouples were installed in holes drilled from the 
outside to positions as close to the inner tube surface as 
possible. Seven thermocouples were installed along the length 
of each tube. 

Power to the test sections was measured by precision 
wattmeters. Cutouts were used to shut off the power to a test 
section if a thermocouple indicated an excessively high 
temperature. Transmitting rotameters were used to measure 
the flow rate leaving each test section. Flow recorder-
controllers operated control valves to hold flow rates con
stant. 

The circulating solution was kept at constant composition 
by having it flow through a bed of crystals in a saturation 
drum. A temperature-indicating controller operated a control 
valve in the cooling-water line to the solution cooler to 
maintain a constant solution temperature at the inlet to the 
saturation drum. Filters were used in the line after the 
saturation drum to remove any fine crystals from the 
solution. 

The pressure within the system was kept well above the 
bubble point by a nitrogen pad on the head drum. Distilled 
water was added to the system as the level in the head drum 
became low due to sampling, leaks at the pump seal, etc. 

Calibrations 

Inside diameters of the test section tubes were measured 
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Contributed by the Heat Transfer Division and presented at the 20th 

ASME/AIChE National Heat Transfer Conference, Milwaukee, Wisconsin, 
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Solubilities 

Laboratory determinations of solution densities and 
viscosities were made over the ranges of temperatures an
ticipated. The values were in agreement with literature data. 

Solubilities, however, were not as straightforward. Calcium 
sulfate could deposit in either of two forms depending upon 
the hot surface temperature. Below 215°F (102°C) the 
solution is in equilibrium with gypsum, the dihydrate, 
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1 
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Fig. 1 Stationary fouling research unit flow diagram 
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Fig. 2 Cross section of test section for the stationary fouling research 
unit 
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CaS0 4«2H 20. This* was the crystal form kept in the 
saturation drum. Above 215°F (102°C) hemihydrate crystals, 
CaS0 4 ' ! /2H 20 could deposit. Each hydrate has its own 
solubility curve as shown in Fig. 3. 

Lithium sulfate solubility is less complicated. Only one 
crystalline form exists in the range of temperature studied, the 
monohydrate, L i 2 S 0 4 - H 2 0 . The solubility curve for this salt 
is also shown in Fig. 3. 

Operation 

At start-up, the saturation drum was charged with crystals 
and the system was filled with distilled water. The liquid was 
circulated through the saturation drum and one of the three 
heated test sections to bring it to the desired saturation 
temperature. Upon reaching the desired concentration, a 
cleaned test section was opened to the stream, the desired flow 
rate was established, and heat was applied. Data readings 
were made rapidly at first to establish the clean-tube con
ditions. Subsequent readings were made at intervals dictated 
by the rate of fouling. Samples of the solution were removed 
periodically and checked in the laboratory for concentration. 

When a test section tube fouled to the point that either the 
controlled flow rate could no longer be maintained or the tube 
wall reached the power cutoff temperature, the element was 
valved off, drained, and inspected. Prior to being put back 
into service at a new set of conditions, fouled tubes were 
cleaned with wet rotary brushes and thoroughly flushed with 
cold water to remove any traces of salt that might have acted 
as seed crystals. 

Operating Conditions 

A test series is defined as the steady-state operation of any 
of the three test sections from power on to power off. A total 
of 105 successful test series was made, with durations ranging 
from 20 min to 1,850 hrs. Table 1 summarizes the test 
program. 

Tests were planned to cover fully the ranges of possible 
operating conditions. Table 2 gives the ranges of controlled 
conditions for the two salt solutions. Resulting operating 
parameters, either measured or calculated, are shown in Table 
3. 

Reynolds numbers were calculated as functions of 
measured flow rates, tube inside diameters, and viscosities. 
The viscosities were determined as functions of salt con
centration based on laboratory determinations and literature 
data. 

Circulating-solution and hot-surface concentrations were 
calculated as functions of the saturation-drum and hot-
surface temperatures. The equations used for these 
calculations are represented by the curves of Fig. 3. 

Heat transfer coefficients were determined from measured 
heat inputs and temperatures. Solution temperatures were 

160 IMO 200 ?60 2N0 -'00 

Fig. 3 Solubilities of L i 2 S0 4 and CaS04 salts in water 

Table 1 Test program 

CaS0 4 Li2S04 Total 
Number of test series 
Duration of test series, hr. 
Number of sets of data readings 
Total test operation, hr. 

49 
1-53 
503 
906 

56 
0.3-1,850 

1,804 
13,000 

105 
-

2,307 
14,000 

Table 2 Ranges of controlled operating conditions 

In-tube solution velocity, ft/s 
m/s 

Heat flux, 103 Btu/ft2 hr 
kW/m 2 

Saturation drum temperature, °F 
°C 

CaS0 4 

1-10 
0.3-3 
20-140 
63-440 

107-199 
42-93 

Li 2 S0 4 

0.6-13 
0.18-4 

6-140 
19-440 
99-222 
37-106 

recorded at the inlet and exit of each tube. A linear tem
perature rise was assumed along the length of the tube in 
calculating the bulk temperature at any point. The hot surface 
temperatures were determined from recorded wall-
thermocouple temperatures and the thermal resistances 
between these thermocouples and the inside surface of the 
tube as measured in the clear-water tests. 

q = h(Ti-Th)={\/rw){Tc-T,) = {\/Rf)(Ti-Ts) (1) 

Mass transfer coefficients were not measured. Instead, the 

N o m e n c l a t u r e 

A --
B --

ch --

CP ~-

a = 

D, = 
f --

Fr ~-

= correlation constant 
= correlation constant 
= circulating solution con

centration, weight percent 
= solution specific heat, J/kg °C 
= saturation concentration at 

heat surface, temperature 
weight percent 

= diffusivity, m 2 /s 
= friction factor 
= fouling rate, m2 °C/Ws 

G 
h 

k, 

Pr 
q 

Rf 
rw 

Th 

Tc 

= mass velocity, kg/m2s 
= heat transfer coefficient, 

W/m2 °C 
= mass transfer coefficient, 

kg/m2s 
= Prandtl number 
= heat flux, W/m2 

= fouling resistance, m2 °C/W 
= wall resistance from Tc to T,, 

m2 "C/W 
= bulk solution temperature, °C 
5= wall thermocouple tem

perature, °C 

T, 

T< 

V 

Greek 

AC 

e 
v 
p 
T 

inside tube-surface tem
perature, °C 
wetted surface temperature, 
°C 
solution velocity, m/s 

Cb-Cs, weight percent 
induction period, hr 
solution viscosity, mPa s 
solution density, kg/m3 

shear stress, Pa 
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Table 3 Resulting operating parameters 

Reynolds number 
Circulating solution concentration, 

Cb, wt. percent 
Saturation concentration at hot surface. 

temperature, Cs, wt. percent 
Surface temperature, Ts, "F 

°C 
Supersaturation at surface, AC/CS 
Heat transfer coefficient, Btu/ft2hr°F 

W/m 2°C 
Mass transfer coefficient, lb/ft 2hr 

kg/m s 
Shear stress, lb/ft2 

Pa 

CaS0 4 

17,000-160,000 
0.173-0.211 

0.065-0.173 

200-285 
93-141 

0.09-1.70 
310-2,700 

1760-15320 
16-140 

0.022-0.19 
0.0032-0.352 

0.15-17 

Li 2 S0 4 

3,400-16,000 
23.4-25.3 

22.8-25.2 

100-280 
38-138 

0.003-0.097 
180-3,900 

1020-22130 
10-230 

0.014-0.32 
0.0016-0.752 

0.077-36 

Table 4 Ranges of results 

CaSQ4 Li,S04 

Induction periods, 8, hr 
Fouling rates, Fr, ft2 °F/Btu 

m2°C/Ws 

0.15-50 
0-3(10) -} 

0-1.4(10) " 7 

0.15-612 
0-1.4(10r 2 

0-6.5(10) ~7 

• 

_ 
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-
• 
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Fig. 4 Typical fouling curve 

Colburn analogy for turbulent flow inside tubes was assumed 
in approximating the coefficient 

G \pD,J CPGK 2 

Diffusivities of the salt solutions were estimated by the 
methods outlined by Reid and Sherwood [8]. Mass transfer 
coefficients were calculated on the basis of the measured heat 
transfer coefficients, and they were also calculated from 
friction factors for commercial pipe as functions of the 
Reynolds numbers. The kt values based upon the measured 
heat transfer coefficients were considered to be more reliable 
and were used in correlating the data. 

Shear stresses at the inside wetted surfaces were not 
measured. Instead, they were calculated by the equation: 

fpV2 
r= — (3) 

Here again, the friction factor was calculated as a function of 
the Reynolds number. 

Results 

Not all test series resulted in fouling. Under one set of 
conditions no fouling was measured in eleven weeks of 
operation. At another set of conditions, the largest tube 
fouled completely in 20 min. 

Similarly, not all seven thermocouples in the tube wall 
would show fouling at the same rate. It was not unusual to 
observe one end of a tube foul while the other end remained 
clean. This apparent inconsistency is at least partly explained 
by entrance effects. To eliminate such effects, only the data 
from two thermocouples near the exit end of each tube were 
considered in evaluating the results. These two thermocouples 
were located 9 in. (230 mm) from the exit end of the 48-in. 
(1220-mm) tubes. One was in the top wall and one in the 
bottom wall of the tube. These positions correspond to 80, 40, 
and 20 diameters from the inlets of the three tubes. 

Unlike cooling-tower-water fouling with its typical 
asymptotic curves, crystalline fouling was characterized by 
induction periods with no fouling, followed by fouling at a 
constant rate. Fouling usually continued at a constant rate 
until it was no longer possible to maintain the flow rate, or 
until the tube wall temperature reached a maximum shutoff 
temperature of 500°F (260°C). 

Interpretation of Results 

Figure 4 is a typical curve of fouling resistance versus time 
for crystalline fouling with an induction period with little or 
no fouling, followed by a fixed fouling rate. Several 
definitions of the induction period are possible. The three 
considered in this study were: 

(/) The time to reach a fouling resistance, Rf, of 0.000 5 hr 
ft2 °F/Btu (0.000 09 m2 °C/W) 

(/(') The time to reach a fouling resistance of 0.001 hr ft2 

°F/Btu (0.000 18 m2 °C/W) 
(Hi) The time-axis intercept of the best least-squares fit of 

a straight line through the data points above a fouling 
resistanceofO.OOlhrft2 °F/Btu (0.000 18 m2 °C/W) 

The best data correlations resulted from the use of the 
second definition of the induction period—the time to reach 
0.001 hr ft2 °F/Btu (0.000 18 m2 °C/W). The fouling rate, 
Fr, was taken to be the slope of the straight line resulting from 
a linear correlation of the data points after the induction 
period. 

Ranges of induction periods and fouling rates observed for 
the two salts are given in Table 4. 
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Fig. 6 Calcium sulfate fouling rate 

Correlation of the Results 

Six possible parameters were considered in correlating both 
the induction periods and the fouling rates of the two salts: 

• Supersaturation, AC/CS 

° Mass transfer coefficient 
• Surface temperature 
• Shear stress 
• Heat flux 
• Reynolds number 

Many of these parameters are related. Most of them are 
functions of operating temperatures. Others depend upon 
flow rates, and some depend upon both. Because of this 
interdependence, it became necessary to resort to statistical 
methods to identify the most important parameters. 

Multiple regression methods were used to evaluate the 
importance of each of the parameters separately and then in 
various combinations. Since this amounts to some 252 
possible combinations of the six parameters for the four 
correlations, no attempt is made to report on the correlating 
coefficients here. Suffice it to say that these studies showed 
shear stress to have the least influence, except as it is related to 
the mass transfer coefficient. Reynolds number, too, had no 
influence except for the dependence of the mass transfer 
coefficient upon the Reynolds number. Heat flux also had no 
apparent effect upon the results outside of its influence on the 
surface temperature. 

For each salt, the parameters that correlated the induction 
periods also correlated the fouling rates. Supersaturation was 
the primary correlating parameter for each salt, but the 
secondary parameters were not the same. In addition to 
supersaturation, CaS04 data were correlated by mass transfer 
rates, but Li2S04 data were correlated by surface tem
peratures. This would indicate that CaS04 fouling is mass 
transfer controlled while Li2S04 fouling is reaction-rate 
controlled. The difference may be attributed to the large 
differences in the solubilities of the two salts. As shown in 
Table 3, Li2S04 weight percentages at the hot surfaces were 
some 150 to 350 times those for CaS04 . This corresponds to 
molar concentrations of Li2S04 some 230 to 540 times those 
for CaS04 . At these higher concentrations, mass transfer may 
have been no obstacle for Li2S04 crystallization, but a major 
factor in crystallization of the dilute CaS04 solutions. The 
Li2S04 salt being at the surface in much higher con
centrations apparently needed only heat, as represented by Ts, 
to activate the atoms to effect crystallization. 

The correlating equations for calcium sulfate data are, for 
induction period, 

I " T 

-Standard Deviation 126 Percent 

• • • ' • • • ' 

Measured Induction Period.8 . hr 

I.. 

Fig. 7 Lithium sulfate induction period 
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Fig. 8 Lithium sulfate fouling rates 

& = ,hr 
M A C / C , ) 2 

where 

A = 0.15for/c,aslb/ft2hr 
= 2.1(10)-4forA: /askg/m2s 

and for fouling rate 

Fr=Bk,(AC/Cs)
2 

where 

(4) 

(5) 

B = 3.8 (10) "5 for k, as lb/ft2 hr, and Fr as ft2 °F/Btu 
= 1 .9(10)- 9 forA: / askg/m 2 sandF r asm 2 °C/Ws 
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Fig. 9 CaS04 and Li2 S0 4 fouling rate versus induction periods 

The correlating equations for lithium sulfate data are, for 
induction period 

6 = 6.35(10)-''(AC/Cs)-
3exp(A/Ts), hr (6) 

where 

A = 3940 for Ts as R 
= 2190 for Ts asK 

and for fouling rate 

Fr=A(AC/Cs)exp(B/Ts) (7) 

where 

A = 570, B = - 6540 for T, as i?, and F r as ft2 °F/Btu 
= 0.028,5 = -3630 for Tsa.sK, andF r asm2 

°C/Ws 

These correlations are compared to the data by error plots, 
Figs. 5 to 8. Figures 5 to 8 show some sloping trends of the 
data points indicating that somewhat better correlations 
might be possible if fractional powers of the parameters were 
used. Actually, very little improvement in the correlating 
coefficients results when fractional powers are used. Since the 
precision of fraction exponents is not warranted, only integer 
powers were used in the correlations, equations (4-7). 

Banchero and Gordon [10] reported induction periods for a 
number of salts to be strong junctions of supersaturation. 
Logarithmic plots of 6 versus AC/CS for all of their salts show 
slopes ranging from minus 2 to minus 3. Equations (4) and (6) 
have slopes within the same range. 

With each salt, the parameters that best correlated the 
induction periods also produced the best fouling-rate 
correlations, indicating a definite relationship between the 
two. Correlations of fouling rates as functions of induction 
periods gave, for calcium sulfate 

Fr = 1.3(lO)-30-°-6,ft2 °F/Btu 

= 6 .2( lOr 8 0-°- 6 ,m 2 °C/Ws 

and for lithium sulfate 

Fr = 2.1(lO)-30-°-4,ft2 °F/Btu 

= l.O(lO)-70-°-4,m2 °C/Ws 

(8) 

(9) 

Since the exponents are both close to - 0 . 5 , they may be 
correlated by 

Fr/A = e-°-5 (10) 

forCaS0 4 , A = 1.5(10)~3 forFr as ft2 °F/Btu 

= 7 .7(10)- 8 forF r asm 2 °C/Ws 

forLi 2S0 4 , A = 3.0(10)~3 forF r as ft2 °F/Btu 

= 1.5(10)-7forF rasm2 °C/Ws 

Figure 9 shows this correlation for both salts, plotted as Fr/A 
versus 6. 

Conclusions 

The conclusions from this study are the following: 

1 Crystalline fouling is characterized by an induction 
period with little or no fouling, followed by constant-rate 
fouling. 

2 Induction periods and fouling rates for a given salt may 
be correlated by the same parameters. 

3 Fouling rates of the salts tested were inversely 
proportional to the square roots of the induction periods. 

4 Important correlating parameters were supersaturation, 
mass transfer coefficient, and surface temperature. 

5 Calcium sulfate data were correlated by supersaturation 
and mass transfer coefficients. 

6 Lithium sulfate data were correlated by supersaturation 
and surface temperature. 
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Critical Flashing Flows in Nozzles 
With Suboooled Inlet Conditions1 

Examination of a large number of experiments dealing with flashing flows in 
converging and converging-diverging nozzles reveals that knowledge of the flashing 
inception point is the key to the prediction of critical flow rates. An extension of the 
static flashing inception correlation of Jones [16] and Alamgir and Lienhard [17] to 
flowing systems has allowed the determination of the location of flashing inception 
in nozzle flows with subcooled inlet conditions. It is shown that in all the ex
periments examined with subcooled inlet regardless of the degree of inlet sub-
cooling, flashing inception invariably occurred very close to the throat. A 
correlation is given to predict flashing inception in both pipes and nozzles which 
matches all data available, but is lacking verification in intermediate nozzle 
geometries where turbulence may be important. A consequence of this behavior is 
that the critical mass flux may be correlated to the pressure difference between the 
nozzle inlet and flashing inception, through a single phase liquid discharge coef
ficient and an accurate prediction of the flashing inception pressure at the throat. 
Comparison with the available experiments indicate that the predicted mass fluxes 
are within 5 percent of the measurements. 

Introduction 

Flashing flow of initially subcooled or saturated fluid 
through nozzles, orifices, and other restrictions has been the 
subject of many studies. Such flows are of importance in such 
areas as liquid propellant rocket nozzles, high-temperature 
flows through relief valves or through partial ruptures, and in 
pipes. Several reviews of the literature pertaining to critical 
discharge of flashing flows exist including those by Hut-
macher [1], Hsu [2], and Saha [3]. It has been generally found 
that models based on assumptions of homogeneous 
equilibrium underpredict the critical discharge rates. The 
differences have been attributed to the presence of 
nonequilibrium resulting in a superheated liquid state and less 
voids than would otherwise be predicted. No adequate model 
currently exists to account for these effects. 

It is the purpose of this paper to present a unified theory for 
the calculation of critical mass flow rates through converging-
diverging nozzles with subcooled inlets. It will be shown that 
the correlation of flashing inception leads to the deter
mination that flashing onset occurs virtually at the throat 
(plane of minimum flow area) in nozzles. It will further be 
shown how this observation, coupled with an accurate 
prediction for the under-pressure at inception based on 
Alamgir and Lienhard [17], leads directly to an accurate 
computation of the critical discharge rates in nozzles. 

Literature Survey 

Thorough reviews of two-phase critical flows have been 
reported by Hsu [2], and Saha [3], emphasizing the effect of 
both thermal and mechanical nonequilibrium between the 
phases. These effects are considered to be important in short 
nozzles (1 <L/D<40) [4] with subcooled or saturated single-
phase inlet conditions. 

Brown [5] and Schrock, Starkman and Brown [6] reported 
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on a study of the flashing phenomena of subcooled water in a 
converging-diverging nozzle. The single-phase all water 
(Bernoulli) flow rate calculations overpredicted the actual 
measurements, while the homogeneous equilibrium results 
underpredicted them. A two-step model which allowed some 
nucleation delay was also proposed but there was no general 
formulation for the amount of superheat that can be allowed 
in the nozzle before the onset of flashing, and thus the 
predictions depended strongly on the bubble radii at the 
assumed inception point. 

Powell [7] investigated the flow of subcooled water through 
a converging and a converging-diverging nozzle with identical 
inlet and throat configurations respectively. His data con
sisted of mass flow rates as a function of inlet and exit 
pressures and inlet temperatures. 

Sozzi and Sutherland [8] performed vessel blowdown ex
periments with saturated and subcooled water, to study the 
variation of the critical mass flow rates with inlet fluid en
thalpy and nozzle geometry. Although metastable/ 
nonequilibrium regions were observed, no systematic way of 
predicting them was presented. 

More recently, Collins [9] noted that - mass-flux-pressure 
derivatives are not continuous at the saturated liquid line and 
thus showed that the isentropic homogeneous equilibrium 
model may overpredict rather than underpredict the observed 
mass flow rates under certain reservoir conditions. 

Critical flow experiments were also reported by Simoneau 
[10], Simoneau and Hendricks [11], and Hendricks, 
Simoneau and Barrows [12] with cryogenic liquids. They 
measured critical mass flow rates as well as detailed pressure 
distributions along converging-diverging nozzles for various 
subcooled inlet conditions. 

Experiments with subcooled water inlet conditions have 
also been conducted by Zimmer et al. [13] in a converging-
diverging nozzle where detailed pressure distributions and 
void profiles were measured. 

Fincke [14] and Fincke et al. [15] reported experimental and 
theoretical studies on critical flows in a converging-diverging 
nozzle having turbulence inducing grids and a length of 
constant area throat section. Their results consisted of 
pressure distributions, critical mass fluxes and turbulent 
intensities upstream of the nozzle throat. Their theory for the 
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nonequilibrium critical flow is based on the heat transfer from 
a liquid jet. 

According to accepted concepts, with subcooled inlet 
conditions, the liquid accelerates in the converging section, 
causing the local pressure to drop below the saturation 
pressure corresponding to either the inlet temperature 
(isothermal flow) or the inlet entropy (isentropic flow), 
resulting in a metastable superheated liquid state. At some 
point a limit is reached where flashing inception occurs, 
resulting in a two-phase mixture flowing in the balance of the 
test section. Although the flashing inception point was ex
pected to play a very important role in the critical mass flow 
rates with subcooled inlet conditions, no general correlation 
of this inception criteria has yet been developed. 

In what follows, an inception criterion will be described and 
its use will lead to an accurate computation of critical 
discharge rates. 

Flashing Inception 

Turbulence Effects. Jones [16] examined steady flow 
flashing in straight pipes and explained the inception 
superheat as a turbulence effect causing the minimum 
pressure to be lower than the apparent (measured) pressure. 
His turbulence model yielded the following prediction for 
flashing inception pressure undershoot below saturation 

ApFi-
bPmo 

= Max 

0 

1-27 

(1) 

Ifl 

where the flashing index is defined as F, = p/C/2/2ApF/0. At 
that time, the inception undershoot for vanishing convective 
expansion, ApFfo, was unknown. 

Static Decompression Effects. Alamgir and Lienhard [17] 
developed a semiempirical model for heterogeneous 
nucleation during rapid blowdown decompression of water 
from pipes, effectively correlating the heterogeneity factor in 
the nucleation work function. The resulting expression 
yielded the ApMo lacking in Jones's expression as 

&PFio=Ps-Pn = 0-253 
T3/2 1 R n3-73 Vl + 14 E ' o t 

\/kTr 
(2) 

Jones subsequently combined the two effects in the work 
published in [19]. 

Combined Convective Decompression in Nozzles. 

Turbulence Effects. It is well known that in converging 

flows the turbulence intensity is reduced. For instance, Uberoi 
[18] measured axial and radial turbulence intensity for air 
with screen-generated inlet turbulence intensities of 0.24. (The 
second lateral turbulence component was assumed identical to 
the radial component.) If the only effect of the nozzle is to 
increase the stream velocity without affecting the magnitude 
of the turbulent fluctuations, then the turbulent intensity 
^Ju'2/U2 would decrease as (A/A„)2. Uberoi's data, sum
marized in Table 1, show that the decrease in turbulent in
tensity is not as strong, varying as (A/A0)" where « = 1.75 
for reductions up to approximately 1:4, and n~\A for larger 
reductions. Fincke et al. [15] also confirm the =1.75 power 
for a maximum area reduction of 1:5.9 in 75°C water. Based 
on this, equation (1) can be modified for converging flows as 

ApFi = Max 

0 

1-27 EH 
(3a) 

A 

AZ 

where 

1.75 A/A„ > 1:6 

1.4 A/A0 < 1:6 

Ob) 

If the turbulence intensity refers to fully developed flow in a 
straight pipe preceding the nozzle, the value of 0.072 used in 
[16] should be reasonable. Otherwise \IU'2/U0

 m u s t t>e speci
fied "a priori," as in Fincke's data [15]. While equation (3) 
provides a link between straight pipe data and converging 
flow data, in many converging flows the turbulence effects 
will be small. Such is the case with the data discussed below 
and so these effects have been neglected. 

Convective Effects. While Alamgir and Lienhard [17] 
developed their correlation to describe the static decom
pression undershoot experienced in the rapid discharge of hot 
fluid from long pipes, it appeared that the decompression rate 
E' utilized by these authors could just as well be set in the 
Eulerean frame experienced by a particle of fluid flowing in a 
nozzle so that E' could be written as 

E' = ^ 
dt J z dzlt 

(4) 

The first term on the right-hand side represents the static 
depressurization rate determined by Alamgir and Lienhard 
[17] while the second term represents the additional con
vective depressurization rate. In the case of steady flow in 
nozzles, only this latter term exists whereas for transient 

A 
A0 

cD D 
F, 

Gj 

k 
L 
m 

= cross-sectional area 
= cross-sectional area at 

inlet 
= discharge coefficient 
= nozzle diameter 
= p C/2/2ApFio, inverse of 

cavitation index 
= throat mass flux 
= Boltzmann constant 
= nozzle length 
= mass flow rate 

PF> 

Ps 

Tc 

TR 

U 

4a72iu 

u0 vf=l/p 

= pressure at flashing 
inception 

= saturation pressure at 
initial temperature 

= critical temperature 
= reduced initial tem

perature 
= local mass-averaged 

velocity 
= local turbulence in

tensity 
= inlet velocity 
= specific volume of 

vg 

z 
a 

APFio 

APF, 

E' 

saturated liquid at initial 
temperature 

= specific volume of 
saturated vapor at initial 
temperature 

= axial coordinate 
= surface tension 
= static flashing inception 

pressure undershoot 
= dimensionless pressure 

undershoot at flashing 
inception, ApFi/ApFio 

= depressurization rate 
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Table 1 Comparison of turbulence intensity decrease data of Uberoi [18] with area ratio 
computations 

A„/A 
•+2v' 

1F~ X l O 4 (AIA0Y (A/A0) 

1 
2 
4 
6 
8 

10 
12 
14 
16 

17.2 
5.01 
1.89 
1.18 
0.83 
0.65 
0.52 
0.43 
0.36 

1.0 
0.290 
0.109 
0.068 
0.048 
0.038 
0.030 
0.025 
0.021 

1.000 
0.297 
0.088 
0.043 
0.026 
0.018 
0.013 
0.010 
0.008 

1.000 
0.379 
0.144 
0.081 
0.054 
0.040 
0.031 
0.025 
0.021 

BROWNlNOZZLE NO. 3) 

O RUN 36 P0=fl48 10s KPo,T0=270C 

GT = 92.2 IOSkg/mzs 

D RUN 51 P 0 - 7.14 lO3 kPo, T0=286C 

- P g ! T 0 } GT« 70. I03kg/ tn2s 

RUN 36 

AXIAL DISTANCE (cm) 

Fig. 1 Pressure distributions for two experiments (runs 36, 51) under 
18.3 and 27.8°C subcooied inlet conditions (Brown [5], Schrock et al. [6]) 

blowdown of a reservoir through a nozzle both terms may in 
fact be important. 

Experimental Comparisons. Although experimental ac
curacy left room for some slight inlet voids, Brown's data [5, 
6] were reported to have both low and high subcoolings of 
near saturation (Run 51) and 27.8 C (Run 36) (Fig. 1). Ex
pansions were calculated from Bernoulli's equation and mass 
conservation as 

E' = 
dp 

dz' 

dz 
dt p2AA 

dA 

dz 
(5) 

and were smoothed and averaged between pressure taps using 
a second-order polynomial. At the throat (Tap 6), since 
dA/dz = 0, the depressurization rate was calculated from the 
expression, E' = dp/dz • dz/dt', where the velocity dz/dt = 
m/p A, and the pressure gradient, dp/dz = Ap/Az, between 
taps 5 and 6. Experimental superheats (dashed lines) are 
compared with those required for flashing inception (solid 
line) in Fig. 2. Flashing is predicted to occur where the former 
exceeds the latter, between pressure taps 5 and 6 in both cases, 
tap #6 being at the minimum geometric area, whereas tap #5 is 
1.2-mm upstream. 

Similar loci of superheat versus expansion rates for the data 
of Zimmer et al. [13] are shown in Fig. 3 for 100°C inlet 
conditions. Expansion rates were in the range of 106-108 Pa/s 
compared with Brown's data having expansion rates of 
108-10" Pa/s . Even though Zimmer's data are below the 
minimum value of 4 x 109 Pa/s recommended by Alamgir and 
Lienhard [17], inception is still predicted between pressure 
taps 24 and 25, within 1 cm of the plane of minimum area in 
all cases. 

SUBCOOLED LIQUID 

109 1 0 ' 0 

dP/Pa d P / P j n 
diiTJ 

Fig. (a) Run 36, T, = 270°C 

© BROWN (NOZZLE 3) 
RUN 51 

— Q TAP 6 

SUPERHEATED LIQUID 
, © TAP 5 

®- 0 _.fl. G-

SUBCOOLED LIQUID 

109 10 ' ° 1 0 " 1 0 " 

dP/Pal 

dl \ s I 

Fig.(b) Run 51, T, = 286°C 

Fig. 2 Comparison of the flashing inception predicted by Alamgir and 
Lienhard [17] (solid line) with the locus of the liquid depressurization 
history (circles connected by dashed line) in Brown's nozzle [5,6] 

Extension to Other Nozzles. Both Brown's data [5, 6] and 
Zimmer's data [13] indicate that flashing occurs within a very 
short distance of the plane of minimum geometric area. Based 
on these observations, one can perceive that the precipitous 
drop in the "sonic" (in the single-phase sense) velocity at the 
onset of flashing would limit large increases in mixture 
velocity due to voiding where flashing to occur any distance 
upstream of this location. Thus, the following hypothesis can 
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Fig. 3 Comparison of the flashing inception predicted by Alamgir and 
Lienhard [17] (solid line) with the locus of the depressurization history 
in Zimmer's nozzle (Runs 76, 77, 78, 79) [13] 

be developed and extended to all nozzles used in practice for 
subcooled inlets. 

Hypothesis: Critical two-phase discharge of initially 
subcooled liquids through nozzles occurs with flashing in
ception predicted by equations (2-4) occurring essentially at 
the plane of minimum flow area. 

Before arguing the merit of this hypothesis and presenting a 
stability criterion, a very simple test may be applied to this 
hypothesis. If flashing inception occurs close to the plane of 
minimum flow area, flow upstream would be single-phase 
liquid. The nozzle discharge coefficients determined using the 
measured flow rates and throat and inlet pressures would then 
agree with single-phase values. 

Data of Brown [5, 6], Sozzi [8], Zimmer [13], and 
Simoneau [11], the latter for liquid nitrogen, are shown in 
Fig. 4. In all cases the resultant discharge coefficients are 
scattered near a value of 0.94±0.04,2 quite close to expected 
single-phase values. It is felt that this is a reasonable con
firmation of the hypothesis. 

Stability of Flashing Location. Even though significant 
controversy exists at this time between the relationship be
tween choked flow and "sonic" velocity in two-phase flows, 
these terms shall be used herein in the single-phase sense. It is 
well known that, on an equilibrium basis, a discontinuity in 
sonic velocity is predicted at the flashing front which may be 
close to two orders in magnitude. If the two-phase mixture 
velocity is limited to a "Mach number" of unity at the throat, 
little voids could be formed upstream of the throat without 
choking occurring. Thus, for all practical purposes, even in 
very benign situations of a very slight convergence, except at 
very low flows entering quite near saturation, the flashing 
front must exist, in the case of subcooled inlet, virtually at the 
plane of minimum area. 

Since the sonic velocity (c) for pure vapor may be in the 
vicinity of 350 m/s, a minimum will generally occur in the c-u 
curve. If flow approaching a converging (accelerating) region 
undergoes flashing inception, it appears that the rate of void 
generation due to friction upstream of the accelerating region 
and due to the acceleration downstream of the start of this 
region must always be less than that required to reach sonic 
conditions upstream of the throat. If this does not occur, then 
upstream choking would occur which if the flow reduces 
sufficiently to cause the flashing inception point to move into 
the region of acceleration, will cause it to immediately move 
to the throat. Thus, a stability criteria may be qualitatively 
stated as follows: 

The slightly larger standard deviation in Sozzi and Sutherland's data 
(Nozzle No. 1) could be due to the possibility that inlet voids existed for some of 
the experiments reported here. Their stagnation qualities were deduced from 
fluid density in the vessel, p, obtained through hydrostatics, and the stagnation 
pressure, p0. All the data presented by Sozzi [8] with Nozzle No. 1, with a 
negative inlet quality implying subcooled inlet conditions were included in the 
results presented in Fig. 4. 

1.0 

0.8 -

^ 

0.6 

~ i—i—i i I-

BROWN 
ZIMMER 
ZIMMER 
SIMONEAU 3.5 
SIMONEAU T 

'Si*? 

SINGLE-PHASE CALIBRATION 
FLASHING EXP. 

NOZZLE 
NOZZLE 

SOZZI 8 SUTHERLAND (NOZZLE No.1) 

I0 a 

R«x 

10° 
>>UTDT 

10' 

Fig. 4 Variation of the discharge coefficient with the Reynolds 
number for data in a converging-diverging nozzle with subcooled liquid 
inlet conditions. Brown [5], Schrock et al. [6], CD = 0.91 ± 0.04; Sozzi 
and Sutherland [8], CD = 0.92 ± 0.06; Zimmer et al. [13], CD = 0.93 ± 
0.04; Simoneau and Hendricks [11], CD = 0.97 ± 0.02 

Stability Criteria. Flashing inception in nozzles and other 
geometries with restrictions causing accelerations will always 
occur virtually at the throat (plane of minimum flow area). 
Flashing inception will remain stable at this location unless 
the conditions change to cause the inception point to move 
either upstream of the accelerating zone, or downstream out 
of the decelerating zone to a new single-phase region of 
negative pressure gradient. 

Critical Mass Flows 

The two pieces of information necessary to predict the 
critical mass flow rates in nozzles with subcooled inlet con
ditions include: 

(a) The "Stability Criteria" which fixes the flashing in
ception to occur at the throat (minimum flow area) 

(b) The pressure at the flashing inception which is predicted 
by equations 2-4 

The proposed method thus consists in considering single-
phase flow up to the throat and providing an expression for 
predicting the throat pressure. For the case where the liquid 
density is relatively constant, the critical mass flux at the 
throat is given by 

Gc = CDy/2p (Po-Ps + ApFi) (6) 

where ApFi is given by equations (2-4). The expansion rate, 
E ' , for nozzles may be calculated from equation (4) 

L' = 
G] d(\n A) 

+ E„ O) 
P2 dz 

where frictional losses have been neglected and where E'D is 
the transient component and is equal to zero for steady flows. 
Since ApFi has also a functional dependance on Gc, equation 
(6) becomes transcendental but may be solved by an iteration 
method. 

The method outlined above was applied to Powell's data [7] 
covering a wide range of inlet pressures (2800-17,000 kPa) 
and inlet temperatures (203-288°C). The measured critical 
mass fluxes are compared with the calculated values in Figs. 5 
and 6. The latter lie within 5 percent of the reported data. The 
calculational method also correctly predicts the trends ob
served of decreasing critical mass flux at a given inlet pressure 
with increasing inlet temperature. 

The deviations observed between the predictions and 
Powell's data [7] may be due to: 

(a) The value of the discharge coefficient of 0.9 used in the 
calculations in the absence of single-phase calibration data 

(b) The quoted 10 percent accuracy of the Alamgir-
Lienhard correlation 
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Fig. 5 Comparison of critical throat mass fluxes measured by Powell 
[7] with those calculated by the present method for different nozzle inlet 
pressure and temperatures 

(c) The experimental uncertainty in Powell's data [7] 
concerning the mass flow rates, pressures and temperatures 

In spite of all these points, the present method predicts the 
critical mass flow rates quite accurately as a function of 
nozzle inlet conditions (p0, T0) and nozzle geometry. 

Conclusions and Recommendations 

Flashing Inception. 
1 Flashing inception for water in nozzles with subcooled 

single-phase inlet conditions is well predicted by the Alamgir-
Lienhard [17] correlation (equation (2)), where the 
depressurization rate is expressed in Lagrangean terms 
(equation (4)). 

2 A stability criterion has been proposed and verified by 
existing data that flashing inception in nozzles will occur 
virtually at the throat if the pressure there is reduced to that at 
which flashing inception occurs. If flashing inception does not 
occur at the throat, then it will not occur in the nozzle at all. 

3 A relationship connecting the flashing inception criteria 
in pipes [16, 17] with that in nozzles as developed in the 
present paper has been proposed (equation (3)) which agrees 
with the available data. 

4 Data are needed on flashing inception in nozzles in order 
to better define the geometric effects on the turbulent pressure 
fluctuations. 

Critical Flows. 
1 Critical discharge of flashing flows from nozzles with 

subcooled inlet conditions occurs without flashing up to the 
throat and may thus be described through the single-phase 
discharge coefficient (equation (6)); the throat pressure 
required for the flow calculations is specified through the 
pressure at which flashing inception occurs (equations (2-4)). 

2 Where data exist with measurements of throat pressure, 
agreement with this theory has been obtained where discharge 
coefficients of 0.94 were found within 4 percent. For the data 
of Powell [7], where throat pressures were not available, a 
discharge coefficient of 0.90 correlated the data within 5 
percent. The range of data tested includes pressures from 27 
to 170 bars, temperatures between 100 and 300°C, and critical 
mass flows up to 150,000 kg/m2 s. 

3 To apply the criteria developed herein, both single-phase 
flow (discharge) coefficients in terms of the minimum area for 
a given geometry, as well as the effective expansion rates at 
the flashing inception point must be determined. 

GjdlQ/m't) EXPERIMENTAL 
15 xlO« 

Fig. 6 Comparison of calculated with measured critical throat mass 
fluxes [7] for various nozzle inlet conditions 
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Experimental Study of Droplet 
Evaporation in a High-Temperature 
Air Stream 
Heat transfer rates to simulated and freely suspended liquid droplets were measured 
in an atmospheric hot air tunnel. The experiments were limited to water, methanol, 
and heptane droplets in a Reynolds number range of 25 to 2000, and a mass transfer 
number range of 0.07 to 2.79. The present experimental data together with data by 
others can best be correlated by Nuf(l+Bf)

7 = 2 + 0.57 Retf Pr'/3, where 
properties are evaluated at film conditions except for the density in the Reynolds 
number which is the free-stream density. Thus the data shows that at higher tem
peratures, evaporation reduces heat transfer rates directly by a factor of (1+B/)-7. 
Indirectly, evaporation affects heat transfer rates through the changes in both the 
composition and temperature of the surrounding gaseous medium. 

1 Introduction 

The importance of the study of heat and mass transfer of 
evaporating liquid droplets needs no introduction. The 
knowledge acquired is essential to the understanding and the 
prediction of the performance of a liquid spray. Much work 
has been done in the past. The majority of the work is, 
however, concentrated in low temperature environments. For 
heat and mass transfer of droplets in a low-temperature 
environment, the most recent review is found in a book by 
Clift, Grace, and Weber [1]. 

In a high-temperature environment, due to evaporation, the 
liquid remains at the wet-bulb temperature which is usually 
considerably lower than the free stream temperature. Under 
this circumstance, the driving potential for evaporation is the 
temperature gradient. In quasi-steady evaporation, the 
evaporation rate is the heat transfer rate divided by the heat of 
evaporation. Thus, heat and mass transfer are energetically 
synonymous. We shall follow the literature to consider only 
the heat transfer rate. 

From the previous work of Eisenklam, Arunachalam, and 
Weston [2], Yuen and Chen [3], Harpole [4] and others, a 
clear picture of the effect of evaporation on heat and mass 
transfer emerges. Physically, the mass flux from evaporation 
dynamically affects the flow field surrounding the droplet. 
Energetically, evaporation causes large temperature gradients 
and changes the chemical composition; both directly affect 
the fluid properties adjacent to the droplets. Together, these 
effects can significantly alter the heat and mass transfer 
processes. The effect of mass flux is usually taken into ac
count by the use of the mass transfer number, B. The variable 
properties effect can be taken into account by either the 
reference state method or the use of a correction factor. 

Due to experimental difficulty, heat transfer data of 
evaporating droplets at high temperatures are rather scarce 
and individual investigators tend to correlate their own data. 

In the reference state method, the reference temperature 
and mass fraction are defined as 

Tr = Td + r(Ts-Td) (1) 

Xr=Xd + r(Xs-Xd) (2) 

where the value, r, varies from 0 to 1, depending on the 
particular reference state. For example, r = 0.5 refers to the 
widely used film condition which is often denoted by the 
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subscript / in the heat transfer literature. The mass transfer 
number, B, is defined as 

Br = Br(l+QR/Qc) (3) 

where Br is equal to Cpr (Ts — Td) /Ld. 
Early measurements of heat transfer rates were performed 

by Spalding [5] on various hydrocarbons in air with Reynolds 
numbers in the range from 800 to 4000 and B from 0.6 to 5. 
The correlation was found to be 

Nu5f 5 = .53Re1 / 2Pr (4) 

where the thermophysical properties are those of air at 20°C 
except for Bj. 

Downing [6] carried out extensive measurements on 
suspended droplets of water, acetone, benzene and n-hexane 
in laminar air jets where temperatures ranged from 27°C to 
340°C, Re ranged from 24 to 325 and the mass transfer 
number ranged from 0 to 2. The correlation of data is 

(5) 

The 

N u G = [ l - 0 . 4 ( l - r s ) ] [ 2 + 0.6Re1/2Pr1/3] 

where G = ([1-0.4(1 - f l - ' / n ( l 4 - B))\B~Hn(\ +B))1 

properties are evaluated at a reference state of r = 0.6. 
Evaporation of water and other hydrocarbon droplets in 

high-temperature (up to 1000°C) air streams was reported in 
[2]. The Reynolds numbers varied from .01 to 15 and the mass 
transfer numbers from 0 to 3. The correlation is 

N u / ( l + 5 / ) = 2+1.6Re} / 2 c / - (6) 

where the properties are evaluated using the film conditions 
( r = l / 2 ) . 

Narasimhan and Gauvin [7] investigated the evaporation of 
water from porous Celite spheres in superheated steam at 
temperatures from 500 K to 1000 K. The correlation is shown 
to be 

Nur(l + Bf)
2n = .68 Re] /2 (7) 

More recently, evaporation rates of water and methanol 
droplets were measured in a vertical air tunnel with tem
peratures up to 1000°C as shown in [3]. The Re varied from 
200 to 2000 and B from 0 to 0.5. The correlation was shown to 
be 

Nu /[ l + fi/] = 2 + 0.60Re^2Pr} / 3 (8) 

where ReM is defined as psusdl\x,f. 
Theoretically, the problem of flow past an evaporating 

sphere at finite Reynolds numbers where both the effects of 
blowing and variable properties are considered is yet to be 
solved, Recently, Harpole [4] obtained the solution for 
evaporation at an axisymmetric stagnation point where both 
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the blowing and variable properties were taken into account. 
He then claimed that these effects for a sphere and a 
stagnation point are the same. Therefore, the solution for a 
sphere with evaporation is the solution for a sphere of con
stant property without evaporation multiplied by the ratio of 
the stagnation point solution with and without evaporation. 
In his solution for the stagnation point flow, the variable 
property effects are presented by correction factor method in 
contrast to the common usage of the reference state method. 
He claims that his solution agrees well with available ex
perimental data. 

It is quite apparent from the above discussion that the 
existing correlations pertinent to large temperature and 
concentration gradients exhibit considerable differences in 
their treatment of evaporation and variable property effects. 
The present study is therefore an extension of our earlier work 
at Northwestern University [3] to a wider range of mass 
transfer numbers and Reynolds numbers, and an attempt for 
a general correlation to incorporate all the existing available 
data. 

2 Experiment 

The present experiment is a continuation of [3] which is 
described in detail in [8] and will not be repeated here. Instead 
we shall only give a brief summary. 

The experimental set-up is shown schematically in Fig. 1. 
The vertical wind tunnel has a contraction ratio of 13 to 1 and 
is capable of providing air velocities up to 20 m/s and tem
peratures up to 1000°C in the test-section. The heating 
elements are powered by d-c welders and consist of Inconel 
601 strips which are arranged to act as flow straightener as 
well. 

The test section is 36-cm long and has a 76 x 76-mm2 cross-
sectional flow area. Two of the side walls are made up of 
Vycor glass for observations and the other two are brick. Free 
stream and wall temperatures can be measured at three 
stations by using 50 /mi platinum-13 percent rhodium 
traversing thermocouples and air velocities can be determined 
by using a Pitot tube. In turbulence measurements carried out 
at room temperature with a hot wire anemometer, it was 
found that, in the velocity range of the present measurements, 
the free-stream flow remained uniform with a turbulence 
intensity less than one-third of 1 percent within the 50 x 50-
mm2 core area of the test section. 

The liquid feed line from the syringe pump to the droplet 
suspension tube is protected from the high-temperature air 
stream by a water-cooled housing and an elbow. The syringe 
pump is a high precision positive displacement injector which 

LIQUID FEED 
L INE 

DROPLET, 

SYRINGE 
PUMP 

OPTICAL 
EXTENSOMETER 

HEATER 

POWER 
SUPPLY 

WATER COOLED HOUSING 

INCONEL SCREEN 

THERMOCOUPLES 

INCONEL SCREENS 

Fig. 1 Schematic of the experimental set-up 

through a combination of different syringe sizes, a variable 
speed d-c motor and a gear box can supply flow rates in the 
range from 1.32 x 10~5 to 0.64 crnVs. The optical ex-
tensometer used for droplet size measurements provides 20X 
magnification at a working distance of 40 cm with 2.5-/mi 
resolution. 

Three methods are used to simulate the droplets depending 
on flow rate and the kind of liquid. The first method is to use 
a porous bronze sphere of 6.35-mm dia, with a thin liquid 
layer coating the surface of the sphere as in [3]. This is used in 
the Reynolds number range of 200 to 2000. The second 
method is to use a perforated brass sphere of 1.58-mm dia. 
This is used in the Reynolds number range of 50 to 500. The 
third method is to have a free liquid droplet suspending at the 
end of a capillary tube of 250-/mi dia. This method is ap
plicable to water droplets below Reynolds number of 200. 

In the measurement of evaporation rate, the steady-state 
approach is used. Steady state is reached when the drop size 
remains constant (free droplet) or the liquid layer on the drop 
surface (porous or perforated sphere) remains uniform for a 
sufficient period of time. In this case the rate of liquid supply 
to the droplet must be equal to the evaporation rate. 

In a typical experiment, the velocity and the temperature of 
the air stream in the test section were first brought into the 
range of preselected values by adjusting the power inputs to 
the wind tunnel blower and heater. Because of the large 
thermal inertia of the system, this process took over 3 hrs to 
complete when the wind tunnel was originally at room 

a 
A 

B 

B, 

cn d 
E 

h 

k 
L 

M 

= (MaIMv)
n 

= parameter used in equation 
(11) 

= B(l + QR/Qc), mass transfer 
number 

= CP(TS-Td)/Ld, mass 
transfer number without 
radiation heat transfer 

= heat capacity 
= diameter of droplet 
= parameter used in equation 

(14) 
= heat-transfer coefficient, 

enthalpy 
= thermal conductivity 
= latent heat of vaporization per 

unit mass 
= molecular weight 

m 
n 

Nu 
P 

Pr 
Q 

Re 
ReM 

T 
AT 

u 
X 

z 

= 
= 
= 

= 
= 
= 
= 
= 

= 
= 
= 

mass flux 
constant 
hd/k, Nusselt number 
parameter used in equation 
(11) 
Cpii,/k, Prandtl number 
heat transfer 
pud/ ti, Reynolds number 
psusd//j.f 

temperature 
(Ts — Td), temperature 
ference 
velocity 
mass fraction 
defined in equation (11) 

Greek Symbols 

a = m[(pk),/(pk)d]/ln(Td/T,) 

dil-

e = emissivity 
CT = Stephan-Boltzmann constant 
p = density 
H = viscosity coefficient 

Subscripts 
a = air 
c = convection 
d = droplet surface 
e = tube entrance 
/ = film reference state 
/ = liquid 

R = radiation 
r = reference state 
5 = free stream 
t = tube 
v = vapor 
vc = wall 
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temperature, and about 30 min between successive ob
servations. Next, the water-cooled suspension probe was 
Towered into the test section until the droplet was ap
proximately 8 cm from the exit plane. Subsequently, the test-
liquid supply rate was monitored by changing the speed of the 
syringe pump while the droplet diameter was measured 
repetitively (with the optical extensometer), size variations 
being corrected through adjustments on the pump. Even
tually, the desired steady state was reached when the droplet 
size remained fixed, and thus the rate of liquid supply by the 
pump was equal to the rate of evaporation. As a rule, a record 
of the observation was made only when steady-state 
evaporation persisted for at least 2 min. Thermocouple, 
pressure transducer, and pump readings were then registered 
completing the process. 

For interpretation of the experimental data, the steady-state 
energy equation is applied to the control volume as shown in 
Fig. 2. 

Qc + QR=mLd + m[hi(Td)-hl(Te)]~{Q!+Ql) (9) 

where Qc and QR are the convective and radiative heat flux to 
the drop, m is the mass flux, Ld is the latent heat, hi is the 
enthalpy of the liquid, Td is the drop surface temperature, Te 

is the liquid temperature at the end of the tube, Q, and Q, are 
the heat loss or gain from the tube and liquid in the tube. An 
order of magnitude analysis has shown that the last term in 
equation (9) is negligible [8]. 

The values of wet-bulb temperature (Ts) as a function of 
free-stream temperatures are listed in Table 1. These wet-bulb 
temperatures are taken from Yuen and Chen [9]. In the case 
of the porous sphere, Te was measured and was found to have 
a maximum deviation of 4°C from Td. For smaller droplets 
(perforated sphere and suspended droplets), it was assumed 
that Te was equal to Td. The effect of natural convection in 
this case has been estimated in reference [8] to be negligible. 
Thus, Qc in equation (9) represents only heat transfer from 
forced convection. 

Wall temperatures in the test section were maintained 
essentially uniform by placing an Inconel screen at the 
channel exit. For isothermal walls at a temperature, Tw, 
surrounding the droplet, the thermal radiation can be com
puted from 

QR = ird2 at[Vw-Td] (10) 

m 

Fig. 2 Schematic diagram of an evaporating droplet 

where a is the Stephan-Boltzmann constant and the 
emissivity, e, of the liquid is assumed to be 0.95 and equal to 
absorptivity. A more accurate formulation of the radiation 
problem using shape factors and appropriate emissivities 
(e.g., e = 0.85 for Vycor and 0.65 for refractory brick walls) 
for the surfaces involved is given in detail in [8]. The result 
shows that equation (10) can predict QR to within 4 percent. 
The physical reason is that in an enclosure, the net result of 
interreflections is to make the wall radiosity more nearly that 
of a black body. For most of the present experimental data, 
QR is much less than 1/3 of Qc. 

3 Results and Discussion 

Heat transfer rates of water, methanol, and n-heptane 
droplets at atmospheric pressure were measured with air 
stream temperatures up to 800°C. A total of 288 data points 
were recorded covering the range of variables summarized in 
Table 2. Other pertinent information for each of the data 
points can be found in [8]. 

Following [3], it was found that the data can be correlated 
in the following form 

Z/, = [ N u ( l + B ) " - 2 ] P r - ' / 3 = y 4 R e l / 2 (11) 

For Re~0 and negligible evaporation (5—0), equation (11) 
approaches the theoretical limit of Nu = 2, provided that free 
convection can be neglected. Furthermore, for small tem
perature differences between the droplet and the free stream 
(B—0), equation (11) agrees with the correlation of Ranz and 
Marshall [10] if A equals 0.6. In the present study, the Prandtl 
number varied between 0.7 and 1. Hence, the difference 
between Pr1/3 and Pr0-38 as proposed by [4] has negligible 
effect on the overall correlation. What remains to be deter
mined in equation (11) is the proper reference state to evaluate 
the thermodynamic and transport properties in the dimen-
sionless numbers and the exponent p . 

Table 1 Wet-bulb temperatures and mass transfer numbers 
as a function of free-stream temperatures. 

TS(°C) TdCQ B '/ 

100 
200 
400 
600 
800 

100 
200 
400 
600 

100 
200 
400 
600 

Water 
33 
50 
71 
84 
90 

Methanol 
26 
45 
55 
60 

n-Heptane 
36 
55 
75 
90 

0.028 
0.067 
0.061 
0.267 
0.415 

0.067 
0.16 
0.42 
0.74 

.20 

.56 
1.75 
3.62 

Test liquid 

Data size 

Ts, (°C) 

AT, (°C) 

us, (m/s) 

d, (mm) 

ReM 

Bj 

(2 / ( /Gc)max 

Table 2 

Water 

120 

204-786 

154-696 

0.8-5.1 

0.9-2.12 

24-201 

0.07-0.46 

0.173 

Experimental range of variables 

Methanol 

81 

193-485 

149-427 

0.9-9.0 

1.62-6.35 

58-1788 

0.16-0.64 

• 0.221 

n-Heptane 

87 

238-450 

178-371 

1.4-8.6 

1.64-6.35 

78-1974 

0.9-2.79 

0.340 

All data 

288 

193-786 

149-696 

0.8-9.0 

0.92-6.35 

24-1974 

0.07-2.79 

0.340 
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According to [3], the best correlation of experimental data 
following equation (11) is 

Z}° = [Nu/1 + Bf) - 2]Pr/ l /3 = 0.60 ReĴ 2 (12) 

where the exponent/) is 1, A is 0.60 and ReM = psUsdl\).j. 
The subscript / denotes the film condition as defined in 
equations (1) and (2) with r = 1/2. 

The present experimental data are shown in Fig. 3 together 
with equation (12). Figure 3 shows that the water and 
methanol data agree well with equation (12); the heptane 
data, however, are consistently higher. The correlation of 
equation (12) was based on water and methanol data in [3], 
where the maximum B number was about 0.5. Therefore the 
correlation was not sensitive to the exponent p. 

One of the primary purposes of the present experimental 
investigation is to extend the range of Re and B in order to 
further test the validity of equation (12). It now appears that 
equation (12) does not correlate well with data where the B 
number is higher than one. The new experimental results show 
that the best correlation of the data is 

Z°/° = [Nuf{\ + Bf)010 -2]Pr/1 / 3 =0.57 Re, 1/2 
M (13) 

The uncertainties associated with ,4 = 0.57 andp = 0.70 are 
±0.032 and ±0.062, respectively. The latter standard 

deviation is based on data points with Bf > 0.15. Equation 
(13) together with the experimental data are plotted in Fig. 4. 

The use of two different reference states for the Reynolds' 
number (ReM = psusd/iJ.f) is perhaps inconvenient but 
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Fig. 3 Correlation of present heat transfer rates of evaporating liquid 
droplets in air according to [3] 
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Fig. 5 Comparison of present correlation with other experimental 
data 
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physically justifiable if the Reynolds number is interpreted as 
a ratio of inertia to viscous forces. As shown in [3, 9] the 
inertia force is proportional to psu], and the viscous force is 
proportional to iirus/d, where the viscosity should be 
evaluated using a reference state close to the body. In this case 
the film condition (/- = 0.5 in equations (1) and (2)) is ap
propriate. 

In Fig. 5, the data of [3] are shown and the comparison with 
equation (13) appears to be satisfactory. The reason is that for 
relatively small values of B (less than 0.5) as in [3], the dif
ference between (1 + B)0J and (1+5) is only a few percent 
which is well within the experimental error. For further 
comparison, the data of [5, 6, 7] are also plotted in Fig. 5. 
They seem to agree satisfactorily with the new correlation of 
equation (13). 

Harpole [4] has claimed that his calculation agrees well with 
the data of [3]. He used a multiplicative correction factor to 
take into account the effect of variable properties. Since the 
data of [3] agrees with equation (13) which includes a liquid of 
high molecular weight, it is useful to see if the calculation of 
Harpole agrees with equation (13). Equation (31) of [4] can be 
expressed as 

Nu s [ l+a5 s ] - 7 =£•[!. 56 +.626Prs
38Re>/2] (14) 

where 

and 

E= [1 + (0.327a- .0844)(1 - Td/Ts)] 

a = ln[pk)s/{pk)d]/ln{Td/Ts), 

a=(Ma/Mvr 

A detailed calculation shows that a varies from about 0.16 at 
low temperatures to about .22 at high temperatures. Thus, E 
is very close to 1. Therefore, any variable property effect due 
to both temperature and composition changes is represented 
by " a " which is the ratio of the molecular weights of air and 
liquid vapor to the power n. 

In equation (14), Res is the free-stream Reynolds number 
which for the same free-stream condition is larger than ReM in 
equation (13). For the same rate of convective heat transfer, 
Nuy is much larger than Nu^ because kjkj is larger than 1. 
Thus dividing equation (14) by equation (13) we have 

Nu, 
NIL V Re, / Ll+aBj K ' 

Since the left-hand side of equation (15) is always less than 1, 

that means aBs > Bf. Again, a detailed calculation shows that 
Bs < Bf and therefore " o " has to be larger than 1. This is 
certainly not true when the molecular weight of the liquid is 
much larger than that of air as in the case of heptane. 

Although in [4] the author mentioned that " « " is equal to 
Ma/Mv raised to a certain power, but in effect, in the case of 
water droplets, the author used a = 1.6 which is the ratio of 
the molecular weights to the first power. Data obtained from 
equation (14) after assuming a = M„/Mv are compared with 
equation (13) in Fig. 6. The predictions of equation (14) do 
not correlate with equation (13) as shown in Fig. 6. In par
ticular, the heptane results disagree significantly with the new 
experimental correlation. The data of water and methanol 
agree better with equation (13). Part of the discrepancy is due 
to the predicted wet-bulb temperatures of water droplets 
which are systematically lower than the experimental values as 
listed in Table 1. However this cannot completely account for 
the disagreement. Apparently both the temperature and 
composition variation change the properties in a more 
complicated fashion than that indicated by the simple 
correction factor "a" (ratio of the molecular weights). 

4 Conclusion 

The present investigation shows that Nusselt numbers for 
single component droplets evaporating in high-temperature 
air streams can be accurately predicted by equation (13). In a 
low-temperature environment, equation (13) reduces to 
essentially the standard heat transfer equation of Ranz and 
Marshall [10]. At a high-temperature environment, the 
present correlation shows that evaporation reduces heat 
transfer rates directly by a factor of (l+Bf)

J0. Indirectly 
evaporation affects heat transfer rates through changes in 
both the temperature and composition of the surrounding 
gaseous medium. This effect is accounted for by evaluating 
the thermophysical properties at the film conditions provided 
that the definition of Reynolds number is based on the free 
stream mass flux psus. 
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Numerical Study of Droplet 
Evaporation in a High-Temperature 
Stream 
Numerical solutions for high-temperature air flowing past water and methanol 
droplets and solid spheres, and superheated steam flowing past water droplets were 
obtained in the Reynolds number range of 10 to 100. The coupled momentum, 
energy, and specie continuity equations of variable thermophysical properties were 
solved using finite difference techniques. The numerical results of heat transfer and 
total drag agree well with existing experimental data. Mass transfer decreases 
friction drag significantly but at the same time increases pressure drag by almost an 
equal amount. The net effect is that the standard drag curve for solid spheres can be 
used for evaporating droplets provided the density is the free stream density and the 
viscosity of the vapor mixture is evaluated at an appropriate reference temperature 
and concentration. Both the mass efflux and variable properties decrease heat 
transfer rates to the droplets. 

1 Introduction 
This paper describes an attempt to study theoretically a 

high-temperature gas flow past an evaporating liquid droplet. 
As such it is in sequel to our experimental measurements of 
heat and mass transfer from liquid droplets in a high tem
perature air stream [1]. 

Flow past a sphere in the intermediate Reynolds number 
range of 10 to 100 is of interest in many fields of engineering. 
For a uniform free stream, the flow field is axisymmetrical 
and steady. However, in this Reynolds number range, the 
Navier-Stokes equations cannot be simplified and numerical 
methods have to be used. The variable-property case is dif
ficult enough that only a few attempts have been made to 
study the problem. 

In his pioneering work, Jenson [2] solved the Navier-Stokes 
equations for a constant-property flow past a sphere in the 
stream function/vorticity formulation for Reynolds numbers 
between 5 and 40. The finite-difference equations were correct 
to second order in grid spacing. Since i> and oi vary most 
rapidly near the droplet, variable grid spacing is desirable 
with finer mesh near the sphere and coarser mesh far away. 
Jenson accomplished this with the coordinate transformation 
r=e* which has been adopted in almost all subsequent 
studies. 

Much work has been done to extend and improve on the 
work by Jenson. These include studies by Hamielec, Hoff
man, and Ross [3], Rimon and Cheng [4], LeClair, Hamielec, 
and Pruppacher [5], Woo and Hamielec [6], and Rivkind, 
Ryskin, and Fishbein [7]. Similar efforts by Dennis and 
Walker [8], and Dennis, Walker, and Hudson [9], using a 
series truncation method, were also successful in solving the 
problem of flow past a sphere, including heat transfer, up to a 
Reynolds number of 40. The results obtained by different 
investigators show reasonably good agreement with one 
another and also with related experimental correlations for 
heat transfer and drag. 

The study of the variable-property problem in the past was 
limited to the low Reynolds number flows (Re < < 1) using the 
method of matched asymptotic expansions. This included the 
work of Chang [10], Kassoy, Adamson, and Messiter [11], 
and Fendell, Coats, and Smith [12]. More recently, Sayegh 

and Gauvin [13] numerically solved the coupled momentum 
and energy equations for variable-property heat transfer to a 
solid sphere in high-temperature surroundings. Their results 
are for Pr=.67, Re between 0.1 and 50, and T*d/T*s = .25, .5, 
.75 and 1. The constant-property solutions (T%/T*= 1) are in 
good agreement with the literature, but their variable property 
solutions show negative pressure drag coefficients for Re>20 
with Tj/T*=.2S. Harpole [14] investigated both variable-
property and blowing effects from evaporation on axisym-
metric stagnation point flows. He assumed that the ratio of 
solutions with and without evaporation is the same for the 
stagnation point flow and flow past a sphere. 

The present study is focussed on flow past a single com
ponent liquid droplet in a high-temperature environment at 
intermediate Reynolds numbers. A finite difference scheme is 
used to solve the coupled momentum, energy, and species 
equations. The numerical results are compared with the drag 
data of Yuen and Chen [15] and heat transfer data of 
Renksizbulut and Yuen [1]. 

For a high-temperature gas flow past a liquid droplet, the 
effect of evaporation is twofold. Firstly, the mass efflux 
changes the flow field which directly affects the drag and heat 
transfer. Secondly, evaporation keeps the droplet at the wet-
bulb temperature which is generally much lower than the free 
stream temperature. At the same time the evaporating specie 
changes the gas composition near the droplet. The drag data 
of reference [15] indicates that the net effect of evaporation 
can be taken into account by the change in the thermophysical 
properties. On the other hand, the data of [1] indicates that 
both mass efflux and variable property effects reduce heat 
transfer. The present numerical study is undertaken to 
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STREAMLINES 
Fig. 1 Schematic of flow past an evaporating droplet 
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develop a better understanding of the physics of the problem 
and to give a successful numerical scheme to calculate 
variable-property heat transfer and drag of evaporating 
droplets. 

2 Mathematical Formulation 

A schematic of the flow past an evaporating droplet is 
shown in Fig. 1. The equations describing the flow include the 
conservation equations of mass, momentum, energy, and 
specie for both the gas and liquid phases. Additional 
equations are the equation of state and other thermodynamic 
and transport relationships. In order to make the problem 
tractable, the following assumptions are made: 

1 The gas phase is assumed to be a binary mixture of ideal 
gases of equal molecular weights and equal and constant 
specific heats. Only Fick's law of diffusion and Fourier heat 
conduction are considered. 

2 It is assumed that the gas-phase processes are quasi-
steady. This is justified by the fact that the gas-phase heat and 
mass transport rates are of the order of 10 4-10 5 m2/s 
which are much larger than the surface regression rates of 
10"7-10-8 m2/s. The numerical calculations of Hubbard, 
Denny, and Mills [16] have substantiated this assumption. 

3 Liquid phase motion and core heating are neglected. The 
droplet temperature remains uniformly at the wet-bulb 
temperature and the vapor pressure of the evaporating specie 
is the equilibrium vapor pressure corresponding to the wet-
bulb temperature. Liquid phase motion is induced by the gas 
phase motion. At atmospheric pressure, the liquid phase 
motion is of the order of one-hundredth of the gas phase 
motion. This value is further reduced by the presence of in-
terfacial surface contaminants. In fact, for all the drag 
measurements of water droplets in air, the drag coefficients 
are the same as that of solid spheres. Law and Sirignano [17] 
have shown that at atmospheric pressure, core heating is a 
small fraction of the energy budget after the initial 10-20 
percent of the lifetime of a droplet. For a single component 
liquid, temperature distribution and liquid phase motion do 
not affect heat transfer as long as core heating is negligible. 
Thus, unsteadiness and coupling between liquid and gas phase 
processes due to liquid motion and core heating can be 
neglected for a single component liquid at low or moderate 
pressures. This, however, is not true for high-pressure 

Nomenclature 

a* 
B 

cD 

CF 

cP 

CT 

C*P 
D 

d* 
F* 
h* 
k 

L 

m 

= radius of sphere 
= mass transfer number, 

c*p{T*s-T*d)/L* 
= total drag coefficient, 

Fl/(m*2ptqf/2) 
= friction drag coefficient, 

F*F/(ira*2
PM2/2) 

= pressure drag coefficient, 
FP/(-Ka*2plq?/2) 

= thrust coefficient, 
F*T/(wa*2p*qf/2) 

= heat capacity 
= mass diffusivity, (D*/D*) 
= diameter of sphere 
= force 
= heat transfer coefficient 
= thermal conductivity, 

(**/**) 
= heat of vaporization, 

L'/(c*T*) 
= mass transfer rate, 

rh*/(a*2p*q*) 

Nu 
P 

Pr 
q* 

r 
Re 

Re, 
ReM 

Re, 
T 
u 
V 
Y 

Z 
5 

e 

- Nusselt number, (h*d*/k*) 
= pressure, (p* -p*)/ 

(Pkfm 
= Prandtl number, {c*pp.*/k*) 
= velocity 
= radial coordinate, (r*/a*) 
= Reynolds number, 

( p V r f V / O 
= p*q*d*/ti* 

= PMd*/tf 
= P*q*sdVtf 
= temperature, (T*/T$) 
= velocity in r-direction, (u*/q*) 
= velocity in ^-direction, (v*/q*) 
= mass fraction of evaporating 

specie 
= [Nu( l+£)° - 7 -2 ]Pr - ' / 3 

= boundary layer thickness, 
(fiVcT) 

= angular coordinate 

p. = viscosity coefficient, (/i*//**) 
£ = modified radial coordinate, 

( - / • - ' ) 

p = density, {p*/p*s) 
T = stress tensor, •f'/{ix*q*/a*) 
\j/ = stream function, \p*/(p*q*a*2) 
fl = modified vorticity, a>/(rs'md) 
co = vorticity, u>*/(q*a*) 
4> = generalized variable, T, Y, \p 

or fi 

Superscript 
* = dimensional quality 

= averaged quantity 

Subscript 
d = droplet surface 
/ = film condition 
o = stagnation point 
5 = free-stream condition 
t = one-third reference state 
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evaporation or for multicomponent liquid as shown by 
Prakash and Sirignano [18, 19]. 

4 Effects of gravity, chemical reaction, viscous dissipation, 
compressibility, turbulence, and thermal radiation are 
neglected. 

5 The flow field is axisymmetric. For constant-property 
flow, this symmetry starts to deteriorate at the onset of wake 
instability (Re, — 130). 

The governing equations are nondimensionalized with 
respect to the free stream quantities and the radius of the 
sphere as indicated in the nomenclature. With the coordinate 
transformation, /•=—£"', and by introducing the stream 
function and vorticity as 

pusmd = ? — , 

•a t 3
 3 * pvsm6 = £i —, 
°£ 

" = ̂ G ) + ^ (1) 

it is possible (see [20]) to express the governing equations in 
the following unified format 

fl*«2[^(*S)-^(*5|)]-«2^[**,,in^<«?**>1 

- — [b<t,sme~(c4,<l>)]+d^-2sind = 0 (2) 

where 4>(!t,d) is used as a generalized variable to represent T, 
Y, ^, or !)= — co£/sin0, and the equation of state is given by 
pT= 1. The first term in equation (2) is the convection term, 
the second and third terms are diffusion terms, and the last 
one is the source term. The corresponding coefficient func
tions a0J b^, Cj,, and d^ are given in Appendix A. 

The boundary conditions are 

€ = - 1 : T=Td,Y=Yd, 
d\j; 2A;sin0 / 37^ 

d6 ResPrsLd \d£ 

f 2^- — 
psin2(H 3f d£ 

(£)• 
l r w d2^ d2t /d+\ _} u=pMi2Trw-w+\wcote\ (3) 
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Table 1 Summary of problems studied numerically 
Case 

1 

2 

3 

4 

5 

6 

7 

8 

Description 

Water-steam 

Water-steam 

Water-steam 

Methanol-air 

Water-air 

Solid sph.-air 

Solid sph. -air 

Sdid sph.-air 

Re, 

o o 

o" 

o" 
• * 

o 

© 

Pr, 
.986 

1.01 

1.02 

.869 

.869 

.700 

.680 

.689 

7?(K) 

600 

800 

1000 

800 

800 

Td-
600 

800 

T*d{K) 

373 

373 

373 

331 

353 

fs-0 

340 

353 

Y5 

1.0 

1.0 

1.0 

0.0 

0.0 

0 

0 

0 

Yd 
1.0 

1.0 

1.0 

.766 

.355 

0 

0 

0 

B 

.204 

.407 

.783 

.462 

.213 

0 

0 

0 

In order to determine the pressure distribution on the droplet 
surface, first the radial momentum equation is integrated 
along the leading axis (0 = 0) to obtain the stagnation pressure 
(p0). Next, the surface pressure (pd) is calculated by in
tegrating the tangential momentum equation from the 
stagnation point along the droplet surface. The equations for 
the stagnation pressure and the surface pressure are 

16 / mi a „ \ ro 
p 0 = l - ( p « 2 ) o -

3Re< (7^|)o-f-. ("2!X=od* 

+ Re, 

Pd =A> + 

f ° r ^d<° da /du u dp\l 

Jol_snr0 30 d£ 3£ Res I \ d£ / 

dfi ( 

KK"+ 

Fig. 2 The finite-difference grid 

psind d£ d$J 3 dd\ 

dip dp 

Ye a | / j j ? = - i 

Further details can be found in [21] 

!)]], 

3 dd \p2 sinS 

dd (12) 

1-0: r-i,y-o, n-o, 

2? 4 T 
( 1 - C O S 0 ) (4) 

The heat transfer to the sphere can be expressed as the local 
and averaged Nusselt numbers 

2kd (dT\ 
Nurf (l-Td) \d$ )d 

Nu = \ \ Nurfsin0tf0 

(5) 

(6) 

The drag forces acting on the sphere can be expressed in 
terms of the drag coefficients 

CF 

where 

8 f* 
5— I (TiM$ind — Tiidco$d)smddd 
Re* J o ' 

(7) 

T^d=rp^e\w)v + Tp^)]d 

CP=\ pdsm(29)d6 

CT=\ 2Pdudsm(2e)de 

(8) 

(9) 

(10) 

3 Numerical Method 

The generalized governing equations as represented by 
equation (2) are solved using a finite difference method, the 
main features of which follow [20]. In Fig. 2, a typical 
element of the finite difference grid is shown. The central 
node is P and the four surrounding nodes which are equally 
spaced are identified with E, W, N and S. Equation (2) is 
discretized using second-order central differences. The ex
ception is in the convective term where the "upstream" 
differencing principle is introduced. The result is a successive 
substitution formula 

</>p = C'E</>E + CW(/>W + CN</>N + C S $ S + - £ ) P (13) 

where CE , C w , CN , Cs and DP are defined in Appendix B. 
For numerical analysis, the conditions along the axis have 

to be specified, they are 

? = 0: * = 

dT 

• — - — - o n - - f — 
' de~ de ~ ' ~ * de 

(14) 

de ~ He ~ ' ~^Ye' 

2% Jo L 

2&sin0 
\dt)\d 

dd (15) 
Re sPr sLd \d£, 

The numerical task is to solve simultaneously 4N nonlinear 
algebraic equations as given by equation (13) where N is the 
total number of grid points in the flow field. These equations 
will be solved using successive overrelaxation coupled with the 
Gauss-Seidel method. The iterative process is as follows: 

1 Initially, all <t> and the boundary conditions are specified. 
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Fig. 3 Surface vorticity distributions for Res =10. Case numbers are 
listed in Table 1. 

Fig. 4 Surface vorticity distributions for Res =100. Case numbers are 
listed in Table 1. 

2 Each cycle of iteration consists of four subcycles 
corresponding to solving equation (13), and hence equation 
(2), for U, \p, T, and Fin the order stated. 

3 Overrelaxation parameters in the range between 1 and 1.5 
are used to increase the rate of convergence of the iterative 
scheme. 

4 Convergence is assumed in the Ath iteration when 

[ l - ^ ' - ' V ^ W - i o - * 
Iterative schemes such as the present one do not always 

converge to a stable and physically meaningful solution. No 
convergence criterion exists for the nonlinear algebraic system 
(equation (13)) under consideration. However, well-known 
convergence conditions for linear systems can be used as 
guide-lines, and compliance with such criteria may be con
sidered as a minimum requirement for stability. 

A detailed study by Varga [22] shows that the linearized 
algebraic version of equation (13) (i.e., constant CE, C^,C N , 
Cs, and Dp) satisfy the convergence criteria with the upwind 
differencing scheme. Although the present numerical scheme 
satisfies the linearized convergence criteria, the numerical 
scheme may still diverge if C's and DP exhibit large variations 
from one iteration to the next. Such a problem is likely to 
arise in the early stages of the computation process par
ticularly if the initial guesses are poor. Divergence problems 
were not encountered in the present work. 

While the upwind-difference scheme assures convergence 

for convection dominated flow, under certain conditions, it is 
responsible for large truncation errors to generate a false 
diffusion effect which tends to reinforce real diffusion. If this 
occurs, the grid spacing may have to be reduced to the extent 
that it renders the computation uneconomical. Further in
vestigation as given in reference [21] indicates that the con
sequences of false diffusion is most serious in the flow where 
the molecular diffusion is important relative to forced con
vection and also where the streamline is not parallel to one of 
the grid lines. With the present grid spacing of A£ = .025 and 
A0 = 3 deg, the only region where false diffusion effect is 
important is the wake region. Thus the exact location of the 
flow separation point or the exact size of the recirculation 
zone cannot be determined with the same accuracy as the rest 
of the flow variables. However, the integrated results such as 
drag and heat transfer coefficients are not much affected 
because it is only at higher Reynolds numbers that the con
tribution to momentum and heat transfer from the wake 
region becomes significant. For example Frossling's [23] 
experimental results on the evaporation of naphthalene 
spheres in air show that at Reynolds numbers below 550, heat 
transfer rates to the wake region of the spheres are less than 12 
percent of the overall transfer rates. 

Some attempts were made to adopt the exponential dif
ferencing scheme to suppress the false diffusion effect. This 
method was first proposed by Allen and Southwell [24] and a 
recent analysis is given by Chow and Tien [25]. The present 
study shows that for the variable-property problems under 
consideration, this technique is not superior to the present 
method. This is partly due to the longer computation times 
associated with exponential functions. More importantly 
perhaps is that the assumption of conservation of directional 
flux is violated in the variable property case by the presence of 
the source term, Dp, in equation (13). 

4 Results and Discussion 

Numerical solutions for air flowing past solid spheres, 
water, and methanol droplets, and steam flowing past water 
droplets were obtained up to a Reynolds number of 100. The 
range of the numerical solutions are summarized in Table 1. 
All computations were carried out using the grid spacings of 
A£ = .025 and AS = 3 deg. Solutions obtained with smaller 
radial grid spacing (A£ = 0.0165) showed negligible im
provement at the expense of much longer computation times. 
The free stream boundary conditions were applied at /- = 40. 
Convergence is assumed when the maximum fractional 
change in the calculated variables, </>P, after K iterations 
(typically K-350 steps) was of order 10~4 for all independent 
variables. 

The transport coefficients of air and steam were ap
proximated by ix = r6 7 , k= TM and n = kT, respectively. For 
water and methanol droplets evaporating in air, it was 
assumed that pD = T, and the mixture viscosity and thermal 
conductivity were computed using Wilke's rule [26] subject to 
the equal molecular weight assumption. In all cases, the fluid 
density varied with temperature as p=\/T. The constant 
specific heat assumption leads to B = (l-Td)/Ld. The 
isothermal condition is Td = 1. For solid spheres, B is equal to 
zero in all cases. 

(a) The Flow Field. The surface vorticity, u>d, 
distributions for Res = 10 and 100 are given in Figs. 3 and 4. 
Both figures show that the surface vorticity values increase 
with decreasing Td for the solid sphere. This can be seen from 
the fact that cod —1/5 where 8 is the dimensionless thickness of 
the viscous layer. Generally, 1/6—(p Re^/^)172, and, 
therefore, the properties that influence o>d are pip.. As Td 
decreases, i.e., the surface gets colder, the surface p increases 
and n decreases resulting in an increase in wd. This also holds 
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Fig. 5 Maximum vorticity correlation. Case numbers are listed in 
Table 1 except as noted. 
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Fig. 6 Stream function and isotherms of methanol droplets in air for 
Ts =800 K, Td =0.414, and Res = 100 

true for evaporating droplets. Mass efflux from the 
evaporating droplet directly increases 5 and reduces wd. 
However, the viscosity coefficient of mixtures of air and 
vapor are generally lower than that of air at the same tem
perature resulting in a larger increase in cod. For the same Td, 
these two effects tend to cancel each other and the resulting 
surface vorticity levels for the solid sphere and evaporating 
sphere are about the same. 

Figures 3 and 4 further show that the location of wdmax is at 
about 0 = 60 deg relatively independent of Reynolds number, 
fluid properties, and evaporation rate. The correlation of 
"rf.max a s a function of Reynolds and B numbers is shown in 
Fig. 5. The numerical results correlate well with the following 
equation 

«d.m«(l +B)0M =0.97(PrfReJ//./)
0-50 (16) 

where the subscript / refers to the film condition defined by 
/•= 1/2 in the following equations 

T*r = Td+r{T*s-T*d), Yr = Yd + r(Ys-Yd) (17) 

The surface vorticity distributions given by [3] for Rê  = 100 
with constant fluid properties and prescribed asymmetric 
blowing (B — 4) show a 40 percent reduction in urf max. For the 
same B number, equation (16) predicts a 38 percent reduction 
in wrfmax due to mass transfer alone. This good agreement 
suggests that the accuracy of the blowing correction term 
(1 +B)03 is not limited to the relatively low B numbers en
countered in the present work. With regard to variable-
property effects, a limited number of data points available 
from [13] for solid spheres show excellent agreement with the 
present results as can be seen in Fig. 5. 
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Fig. 7 Friction drag correlation. Case numbers are listed in Table 1 
except as noted. 
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Fig. 8 Surface pressure distribution for Res = 40. Case numbers are 
listed in Table 1. 

In Fig. 6, the upper half shows the stream lines and the 
lower half shows the isotherms for a methanol sphere in a free 
stream air of 800 K and a Reynolds number of 100. As shown 
in the figure, several stream lines originate from the sphere 
due to evaporation. The wake behind the sphere is no longer a 
closed wake as there is some leakage near the axis (6 = ir). The 
isotherms show steep gradients at the front stagnation point, 
indicating that heat transfer rate is much higher at the front 
half of the sphere. 

(ft) Drag. The friction drag coefficients as a function of 
mass transfer numbers and Reynolds numbers are shown in 
Fig. 7. The numerical data of CF correlates well with the 
equation 

CF(l+B)=14.5Re^-71 (18) 

where ReM is defined as p*q*d*/fi*. Equation (18) shows that 
mass transfer plays a significant role in reducing friction drag. 
In the case of a flat plate, the reduction in the friction drag 
coefficient by evaporation was shown by Emmons [27] to be 
(1 +B)J5 for B below 4. Further reduction in CF occurs due to 
lower fluid viscosity (M<1) within the cold boundary layer 
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Fig. 9 Surface pressure distribution for Res 
listed in Table 1. 
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Fig. 10 Pressure drag correlation. Case numbers are listed in Table 1. 

which is reflected through the Reynolds number definition, 
ReM. Friction drag coefficients obtained from reference [13] 
for solid spheres (5 = 0) are also shown in Fig. 7 as a function 
of ReM. The agreement with equation (18) is good. 

Figures 8 and 9 show surface pressure distributions for 
Re5=40 and 100. These figures indicate that the surface 
pressure generally decreases with decreasing Td, except for a 
small region near the stagnation point. From the surface 
pressure distribution, the pressure drag coefficient (Cp) can be 
computed using equation (8). The results are shown in Fig. 10 
as a function of Reynolds and mass transfer numbers. Figure 
10 indicates that for the same free stream conditions, Cp 

depends on both B and n* for evaporating droplets, but it 
depends only on \ij for solid spheres. For evaporating 
droplets, the effect of mass efflux is to increase Cp by a factor 
of (l+B)06 for the same ReM . The mixture viscosity coef
ficient of an evaporating droplet is lower than that of pure air 
at the same temperature. Therefore, for the same free stream 
conditions and droplet temperature, ReM of an evaporating 
droplet is larger than ReM of a solid sphere. It follows that the 
ordinate of Fig. 10 of an evaporating droplet is smaller than 
that of a solid sphere. However, this does not necessarily 
mean that Cp of an evaporating droplet is smaller. For Td < 1, 
B is greater than zero for an evaporating droplet. Depending 
on the magnitude of B, Cp of an evaporating droplet can even 
be larger. Detailed calculations as shown in [21] indicate that 

11 Total drag correlation. Case numbers are listed in Table 1. 

cp of an evaporating droplet is actually larger than a 
corresponding solid sphere at the same free stream conditions 
and Td. 

In addition to pressure and shear forces, an evaporating 
droplet experiences a net thrust due to asymmetric blowing at 
its surface. The computed thrust coefficients, CT, show that 
the values are at least two orders of magnitude smaller than 
the corresponding CF and CP values and are therefore 
neglected. 

Figure 11 shows that the computed total drag coefficient 
CD values correlate well with the standard drag curve without 
the need for a B number correction provided that the 
Reynolds number is defined as Re, = p*q*d*/fxt where n* is the 
mixture viscosity based on the one-third reference state 
(/-=l/3 in equation (17)). Since this type of correlation was 
originally suggested in [15] based on their experimental data 
as well as those of Eisenklam, Arunchalam, Weston [28], it 
means that the present numerical results are in good 
agreement with experimental data. In the Reynolds number 
range of 10 to 260, it is also possible to correlate the results as 

CD(l+B)°-20 = ^-U + .2Rc0^] 
ReM 

(19) 

This correlation agrees satisfactorily with experimental data 
as shown in Fig. 12. 

(c) Heat Transfer. The surface distributions of the local 
Nusselt numbers, Nud> are shown in Figs. 13 and 14 for 
Res = 10 and 100. As expected, much higher heat transfer 
rates are observed over the leading half of the sphere par
ticularly near the front stagnation point. It is also observed 
that both the blowing and variable-property effects decrease 
Nu with decreasing Td. The numerical results of [13] indicate 
similar reductions in local transfer rates which are entirely due 
to variable fluid properties. 

At a given Reynolds number, the local temperature gradient 
on the droplet surface becomes steeper as Td is reduced either 
by increasing the free-stream temperature or by lowering the 
surface temperature. Normally, this would lead to a higher 
heat transfer rate. However, due to the cold boundary effect, 
such reduction in Td is accompanied by a large reduction in 
the local thermal conductivity of the gas. The present results 
as well as those of [13] indicate that the effect of decrease in 
thermoconductivity of the gas outweighs the effect of increase 
in temperature gradient such that the local heat transfer rate 
decreases. 

In the case of an evaporating droplet, the vapor leaving the 
surface opposes the flow of hot gas toward the surface 
resulting in a thicker thermal boundary layer. Furthermore, 
pure steam and, mixtures of water and methanol vapors with 
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Fig. 13 Surface Nusselt number distributions for Re s=10. Case 
numbers are listed in Table 1. 

air have lower thermal conductivities than pure air at the same 
temperature; therefore, the cold boundary effect on thermal 
conductivity is even more pronounced. Hence, both blowing 
and variable property effects reinforce one another in 
reducing heat transfer rates to droplets. 

The present numerically calculated stagnation point Nusselt 
numbers, Nuo; are shown in Fig. 15 as a function of 
Reynolds, Prandtl and B numbers. It is seen that the results 
correlate quite well with the equation 

Z0,/=[Nu0,/(l+JS)°™-2]Pr 71/3=0.90Refe" (20) 
in the ReM range from 10 to 150. Thus, equation (20) in
dicates that mass transfer reduces stagnation-point heat 
transfer by a factor of (1 + B)OJ0. Also shown in Fig. 15 are 
the numerical results of [13] and [14] for solid spheres in air, 
and water droplets in superheated steam, respectively. The 
three sets of results agree well with each other. 

The most recent experimental correlation of heat transfer 
for evaporating droplets in air, as shown in [1], is 

Z /=[Nu /(l + B)0J0 -2]Pr/1 / 3 =0.57 Re| (21) 

In Fig. 16, the present numerical results are compared with 
equation (21). The numerical data of [13] for solid spheres are 
also included in the same figure. The agreement is satisfactory 
(within about 15 percent), considering the fact that there is 
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Fig. 14 Surface Nusselt number distribution for Res=100. Case 
numbers are listed in Table 1. 
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1 except as noted. 

considerable scattering among the numerical data. It appears 
that a better fit to the data in the ReM range from 10 to 150 is 

Z7 = 0.48Re^55 (22) 

Presently it is not clear whether the 15 percent discrepancy is 
the result of some of the simplifying assumptions or perhaps 
numerical inaccuracy or perhaps both. 

Conclusion 

Numerical solutions for variable-property flows past solid 
and liquid droplets were obtained in the Reynolds number 
range of 10 to 100 with free-stream temperatures up to 1000 
K. The numerical values of heat transfer and drag agree well 
with the existing experimental data. The results detail the 
effects of mass efflux and variable properties on drag and 
heat transfer. Mass efflux directly reduces friction drag by a 
factor of (1 +B), but increases pressure drag by a factor of 
(1 +B)6. The net effect on total drag is that the standard drag 
curve can be used for both evaporating and solid droplets 
provided the characteristic density is the free-stream density 
and the characteristic viscosity is evaluated using the 1/3 rule 
(r= 1/3 in equation (15)). Both the mass efflux and variable 
properties decrease heat transfer to the droplet. The 
numerically calculated average Nusselt numbers agree with 
experimental data to within 15 percent. 
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This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that 
for full papers. 

Effect of the Fluid Media Viscosities on the Downward 
Heat Transfer in a Miscible, Melting System1 

R. Farhadieh2 

Nomenclature 
Cp = 

dz/dt = 
g = 
h = 
k = 
I = 

Nu = 
Pr = 
Ra = 

T = 

specific heat 
downward melting rate 
gravitational constant 
heat transfer coefficient 
thermal conductivity 
length scale, equation 1 
Nusselt number, hl/k,„ 
Prandtl number, \>.lkCp 
Rayleigh number, gApP/p„, v, 
temperature 

Greek symbols 
AT = 

AT, = 
K = 

V = 
xc = 

M = 
p = 

P* = 

Subscript 
/ = 
/ = 

m = 

s = 

T, - T,„ 
T,„ - T, 
thermal diffusivity 
latent heat of solid 
\f + Cp + ATS 

viscosity 
density 
PllPm 

initial temperature of solid 
liquid phase or liquid pool 
perature 
melt phase or melting point 
temperature of solid 
solid 

tern-

Introduction 
The downward melting of a horizontal solid surface by a 

hot liquid pool falls into miscible and immiscible categories. 
In the immiscible melting system removal of the melt layer 
occurs through upside-down pendent drops that are pinched-
off from the melt layer and collected on the top of the liquid 
pool [1]. On the other hand, in the miscible melting system, 
which is of interest in here, when and if a gravitationally 

Work performed under the auspices of the U.S. Department of Energy. 
Reactor Analysis and Safety Division, Argonne National Laboratory, 

Argonne, 111. 60439. Mem. ASME 
Contributed by the Heat Transfer Divison for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 31, 
1982. 

unstable fluid system (liquid pool and the melt) is en
countered, mixing of the liquid pool and the melt becomes 
inevitable, thus affecting the heat transfer characteristic of the 
liquid pool [2]. In the gravitationally unstable fluid system 
configuration, the liquid pool density is greater than that of 
the melt. Such is the state of the molten core debris coming in 
contact with the ceramic materials or concrete underlying the 
reactor building in the study of postulated melt-down accident 
[3]. The molten phase of these materials is miscible with the 
molten core debris. Owing to the complex nature of the 
problem an in-depth experimental study of this problem with 
different material pairs and geometries was undertaken. The 
effect of the liquid pool and melt viscosities on the downward 
heat transfer and the development of an empirical correlation 
for the heat transfer are the purpose of this study. 

In the melting system under study the density difference 
between the liquid pool and the melt is the convective driving 
force. Onset of convection is marked by density-driven 
currents in the form of melt fingers penetrating into the 
initially stable overlying liquid pool. The observed flow 
regime is named laminar. Beyond a critical density ratio of the 
liquid to the melt, p*, the currents breakup the thermally 
stable layer, thus resulting in thermal and material mixing of 
the layer; this is referred to as "convective mixing" [2]. In
crease in the convective mixing strength which is brought 
about by increase in p* enhances the downward melting heat 
transfer in stages as different density ratio bands are en
countered. Transition, turbulent, and upper turbulent are the 
hydrodynamic flow regimes, encountered at the different 
density ratio bands. 

Downward heat transfer in a similar melting system was 
investigated by Catton et al. [4], who utilized C6 H6 as the 
solid substrate and CC14 and CH2I2 as the liquid pool. The 
material pairs yielded a p* as high as 3.4. The viscosities of 
CC14 and the melted solid were in the order of 10 ~2 cp and 
10 "3 cp, respectively; no data is available on the viscosity of 
CH2I2- Assuming that the Rayleigh-Taylor instability breaks 
up the melt layer into small jets, which were the source of melt 
removal, and balancing the jet momentum versus the 
bouyancy force, Catton et al. derived a semi-empirical ex
pression for the downward heat transfer. In their expression, 
only the melt viscosity was required. The small data scatter 
observed in the correlation of Catton et al. is attributed to the 
small viscosity of the upper fluid (Kl/Poly 1500 of [2] and 
CC14/C6H6 of their experiment). Moreover, the data en
compasses the turbulent regime. 

Experimental Apparatus and Technique 
Materials meeting requirements on "miscibility and a 

relatively large variation in p* were: aqueous solution of 
potassium iodide, KI, and zinc bromide, ZnBr2, as the liquid 
pool; ice, and three different water soluble waxes 
[polyethylene glycol (Poly) 1500, 600, 400] as the solid 
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Table 1 Thermophysical properties of solids 

Solid Melt pt. 
phase Tm K 
Ice 273 
Poly 1500 318 
Poly 600 294 
Poly 400 278 

Density 
p,„(kg/m3) 

1000 
1095 
1125 
1125 

Thermal 
conductivity 

Km(W/m-K.) 

0.552 
0.2509 
0.2509 
0.2509 

Heat 
capacity 

C p m ( J / k g - K ) x l 0 ~ 3 

4.18 
2.09 
2.47 
2.048 

Latent 
heat 

\fU/kg)xi0-$ 

3.34 
1.63 
1.463 
1.505 

Viscosit 
Hm(CP 

1.78 
80 

140 
250 

Table 2 Physical properties and experimental parameters for the tested material pairs 

Solid 
phase 
Ice 
Poly 1500 
Poly 600 
Ice 
Poly 1500 
Poly 600 
Poly 400 

Liquid 
phase 

KI 
KI 
KI 
ZnBr2 
ZnBr2 
ZnBr2 
ZnBr2 

Liquid-melt 
temperature 
difference 

A7XK) 
60 
20 
24 
60 
20 
11 
27 

Range of 
P* 

1.55-1.05 
1.55-1.05 
1.51-1.02 
2.31-1.03 
2.28-1.12 
2.22-1.35 
2.22-1.07 

Range of 
liquid 

viscosity 
w(cp) 

0.89-0.96 
0.89-0.96 
0.89-0.96 
53-3 
53-3.5 
53-4.5 
53-3 

Range of 
Prandtl number 

ratio 
Pr,/Pr„, 

0.28-0.47 
0.0042-0.0098 
0.002-0.005 
29.8-1.68 
0.59-0.0035 
0.29-0.025 
0.20-0.011 

\cPin 

AT 
( J / m 3 - K ) x 1 0 - 7 

0.696 
1.121 
1.147 
0.696 
1.121 
2.505 
0.832 

substrate (see Table 1 for properties of the melt). It should be 
noted that the molten phase viscosities of Poly 1500, 600, and 
400 were non-Newtonian. The melt characteristic of solids 
remained constant in each set of experiments. Experiments 
reported here covered a density ratio range of 1.1 < p* < 
2.22. The Prandtl numbers for the overlying liquid pool and 
the melt were in the range of 2.8 < Pr, < 400 and 13.5 < Pr,„ 
< 2000, respectively. The viscosity of zinc bromide solution 
was concentration-dependent (see Table 2). The viscosity of 
aqueous ZnBr2 solution was measured at different con
centration. Accuracy of the measured data was within 5 
percent. The viscosity data for KI solution at different 
concentration is given in the handbook of chemistry. 

The test section utilized in this experimental study consisted 
of an upright, de-silvered, evacuated glass Dewar, having a 
height and internal diameter of 380 and 76 mm, respectively. 
A 65-mm-deep cast of the solid was prepared inside the Dewar 
making sure that the surface exposed to the liquid pool was 
initially flat. The liquid pool overlying the solid was heated by 
a planar electrical heater grid, suspended about 35 mm above 
and parallel to the initial position of the interface. The 
distance between heater grid and the initial position of the 
interface had negligible effect on the melting rate [2], The 
liquid temperature at the heater grid was thermostatically 
controlled to a constant A7* above the melting point of the 
solid (see Table 2), thus insuring a quasi-steady experiment. A 
liquid pool of relatively large volume was chosen to minimize 
density changes owing to melting and dissolution. This was 
further ensured by terminating the experiment when the 
penetration depth of 20 to 25 mm was reached. Mutual 
dissolution of the melted volume and the liquid pool resulted 
in 2 percent variation in the initial density of the liquid pool. 
The test section was back-lighted to photograph the melt front 
advancement at regular time intervals. Measurements ob
tained from the photographs were utilized in calculating the 
melting rates. 

Discussion and Concluding Remarks 

The plot of melting rate, dz/dt, versus p* for material pairs 
tested shows a great deal of data scatter (Fig. 1). This scat
tering is not due to either the difference in A/ of the different 
solids or their non-Newtonian nature, rather it can be related 
to the effect of the liquid pool viscosity on the melting rate; 
for example, compare ice/ZnBr2 and ice/KI system where the 
same solid is utilized for A/, and ice/KI and Poly 1500/KI 
system where the same liquid pool is utilized for non-
Newtonian nature of the melt. 
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Fig. 1 Downward melting rate versus density ratio, p * 

The product of dx/dt and /i, at each p* simply rearranges 
the data along the turbulent and upper turbulent 
hydrodynamic flow regimes, as depicted in Fig. 2. The value 
of /*/ is chosen at the pool operating temperature in the tur
bulent regime data for ZnBr2 and KI as the upper liquid pools 
fall along two separate curves. For the same p*, a greater 
melting rate is measured when the more viscous ZnBr2 is the 
upper liquid pool. Melt removal by the less viscous KI is 
considerably less. In this regime the combined effect of the 
liquid pool viscosity and the density ratio, p*, contributes to 
the melt-removal energy. Beyond a critical p* (transition from 
turbulent to upper turbulent flow regime) all the data fall on a 
straight line. In this regime the viscosity of the upper solution 
is the major contributing factor to the melt removal energy; 
the effect of the density ratio is small. 
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Fig. 3 The downward melting heat transfer versus the Rayleigh 
number 

Heat transfer for the type of natural convection observed in 
the melting system under study can be described by Nusselt-
Rayleigh number relationship. Experiments with KI and Poly 
1500 as the test material pairs, conducted in test sections of 
different cross-sectional area (square [2] and circular) as well 
as those reported by Catton et al. [4] indicated there was no 
dependency between downward heat transfer and geometry 
(size and shape of the test cell). Accordingly, in the definition 
of the Nusselt number, Nu = hl/km, and the Rayleigh 

/=UV//P/)2/g] (1) 

The values of v,„ and K„, are selected at the melting point 
temperature. The expression for h (heat transfer coefficient), 
developed in [2], incorporates the heat of fusion of the solid. 
The nondimensional heat transfer coefficient is given by 

N u ^ -

dz 

hi p J dt (2) 

k,„AT 

In deriving equation (2), the solid was assumed to be an in
sulator and all the heat was expended for melting. Equation 
(1) contains only the physical properties of the test materials. 
The thermal and momentum boundary layer dominance of 
the melt layer and the liquid pool are incorporated in the heat 
transfer expression through the Prandtl number ratios of the 
two fluid media. Figure 3 shows the plot of the correlated Nu 
Pr//Pr,„ versus Ra number. The best fit curve through 
majority of the data points is given by the expression 

N u ^ =(1.239xl0-2)Ra<0-877> 
Pr,„ 

(3) 

The correlation given by equation (3) best describes the upper 
turbulent flow regime where the liquid pool viscosity 
dominates. This includes the range of Ra > 10° for ice/ZnBr2 

system as well as Ra > 10~2 for Poly 1500/KI system. The 
curve encompassing A's (Poly 600/ZnBr2 system) has a 
similar trend as correlated data given by equation (3). 
Nevertheless, the value of A's are low which is attributed to 
the experimental value of the parameter p,„ \c/AT(see Table 
2). The value of the parameter for A's is about 2.5, con
siderably larger than that for other sets. Data scatter about 
the correlated curve, equation (3), could have been reduced 
significantly if the parameter pm\c/ATwere kept constant in 
all the experiments. In the range Ra < 10° for ice/ZnBr2 and 
Ra < 2 x 10 ~2 for Poly 1500/KI system where the flow 
regime is characterized to be turbulent [2], the Rayleigh-
Taylor instability mechanism for two superimposed viscous 
fluid layer can best describe the process. In this regime the 
combined effects of liquid pool viscosity and the density ratio, 
p*, dominates. The correlation for the regime is not presented 
here pending further investigation. 

A single data point from [4] on CC14 /C6H6 system is also 
given in Fig. 3. This point agrees well with the ZnBr2/Ice 
system in the turbulent flow regime where the combined 
effects of viscosity and density ratio dominate. Data points 
for CH 2 I 2 /C 6 H 6 system could not be included, owing to the 
lack of thermophysical properties of CH2I2 . The correlation 
of Catton et al. [4] was also tested with the viscous data of this 
study which resulted in large scatter. 
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Exact Solution for Freezing in Cylindrically Symmetric, 
Porous, Moist Media 

M. A. Boles1 and M. N. Ozisjk2 

Nomenclature 
Kl2 = thermal conductivity ratio, — 

k2 

L = dimensionless latent heat, 
' c2T0 

Q = dimensionless strength of the line 

sink, 
k,Tn 

S(7) 

R = dimensionless radial coordinate, — 

the dimensionless location of 

s(t) 
freeze-front,-

' 0 

U(R,T) = nond imens iona l mois tu re 
concentration for the region 

r > S ( t ) , U ^ ^ 

a = diffusivity 

ay = diffusivity, «; 

A = nondimensional thermal gradient 

coefficient, —— 

dj(R,7) = nondimensional temperature for 

the regions ; = 1 and ; = 2, ——— 
' o 

6U = nondimensional freeze-front 

temperature, —^-

7 = nondimensional time, 
r0

2 

Subscripts 
l,2,m = refers to solid, liquid, and 

moisture, respectively. 

Introduction 
Experimental investigations [1, 2] of freezing in a porous 

medium, such as a wet soil, have shown that the freezing is 
accompanied by moisture migration towards the freezing 
front. The migration of moisture effects the temperature 
distribution in the medium and the location of the freezing 
front. Freezing in a wet porous medium has numerous 
engineering applications. For example, during the extraction 
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of energy from the earth using a heat-pump, earth-coupled 
thermal system, the cooling pipe buried in the earth can be 
regarded as a line heat sink in an infinite medium. As the 
energy is extracted from the moist porous soil, the moisture is 
redistributed, lowered in temperature, and becomes frozen. It 
is of interest to know the temperature distribution and the 
location of the freezing front. Also, in the measurements of 
thermal conductivity in moist porous media, the knowledge of 
the moisture distribution upon freezing is important. 

The standard formulation of phase-change problem 
without allowing for the movement of moisture within the 
medium is not applicable for the analysis of this type of 
freezing problems. More complicated phase-change problems 
allowing for the movement of moisture have been studied in 
connection with evaporation [3] and freezing [4] only for a 
semi-infinite medium. The studies of freezing due to a line 
heat sink in an infinite medium with cylindrical symmetry are 
also limited [5, 6] and do not allow for moisture movement. 

In the present study exact solutions are developed for the 
temperature and moisture distribution and the location of the 
freezing front caused by cooling with a line heat sink in an 
infinite medium with cylindrical symmetry. 

Formulation of the Problem 
Consider a line heat sink of strength, q, (W/m) positioned 

at the origin of the radial coordinate, r = 0, in a moist, 
porous, infinite medium. Initially the medium is at a uniform 
temperature, T0, and contains moisture of uniform 
distribution, u0. At time t = 0, the heat sink is activated. The 
freezing process begins and the freezing front propagates in 
the radial direction. Let r — s(t) be the position of the freeze 
front at any time, t. The dimensionless temperature 
distribution 0,(.R,T) in the freezing zone, 0 < R < S(7), where 
there is no moisture is governed by the equation 

30, (R,7) 1 3 
: « 1 2 ( * ^ - ) , i n O < J ? < S ( 7 ) , r > 0 (1) 

dr " " R dR 

In the unfrozen region S(7) < R < oo, the dimensionless 
temperature distribution 62(R,7) and the moisture 
distribution U(R,T) are governed by the following system 
obtained as a special case from the Luikov's system of 
equations (87) and (88) of [7] 

dd2(R,7) _ 1 3 

~ R 3R 9T 

dU(R,7) _ 1 d 

~~~~17~ ~a'"2R dR 

(R~),mS(7)<R<o°,7>0 

( dU \ 1 9 / d62 \ 

{R~dW)-^AR3RKR^R)' 

(2) 

mS(7)<R<°°,7>0 (3) 

It is to be noted that in the Luikov system [7] the zones 1 and 2 
refer, respectively, to evaporation and moisture zones, 
whereas in the present system they refer to solid and liquid 
zones, respectively. The boundary and initial conditions 
become 

dd{ 

~3R. 

el(s,7) = e2(s,7)--

£im (2TR-±)=Q 
R-O \ oR / 

AV 
36 1 (S,T) 

dR 

dU(S, 

dR 

362(S,7) 

3R 

,7)_Ad67 

62(R,0)' 

U(R,0) = 

e2(oc,T)--

U(oo,T)--

= L[\-

,(S,7) 

dR 

= 1 

= 0 

= 1 

= 0 

-U(S, 

= 0 

vds 

T)]d7 

(4) 

(5) 

(6) 

(7) 

(8a) 

(8b) 

(9a) 

(9b) 
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Solution of the Problem diffusion type homogeneous equations, (1), (2), and (11), 
Equations (2) and (3) can be decoupled by defining a new subject to the boundary and initial conditions given above, 

variable Z(R,T) as [8] These solutions are determined as 

Z(R,r) = 62(R,r) + CU(R,r) (10a) e{R>r) = e + Q\Ei(__*_) 

where 

C= 1 - a-ml (106) 

After some manipulation the equation for Z(R,T) is deter
mined as 

dZ(R,T) 1 9 / BZ 
5 = a'"2 
OT 

^ ( * ^ - ) , i n S ( T ) < * < o o > T > ( ) (11) M * . D = l + 0 . - l ) 

-£ , / ( -X 2 ) l , inO<«<S(T) 

'(-4) 
(12) 

Ei(-\2ai2) 
,inR>S(T) (13) 

Now the problem has been reduced to the solution of three and 
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U(R,T) = 

where 

Vm2& 

/ ( - X 2 a 1 2 ) La,„; 

am2 , 2 

l - a m 2 Ei( 

X=-
S(r) 

(14) 

(15) 
2(al2T)'A 

Finally, the transcendental equation for the determination of 
X is obtained by introducing the solutions given by equations 
(12), (13), (14) together with the definition (15) into the in
terface energy balance equation (6). We find 

Q ,2 e„-i 
47T Ei(-\2al2) 

••\2a„L 1 

1 ~ aml ? 2 

A r 
— ( » B - i ) 
• ot,„2 L 

e "ml 

£ / ( - X 2 a 1 2 ) 
£7(-X2tv„„)-a:,„2Jj 

(16) 

Results and Discussion 
Once the constant X is computed from the solution of the 

transcendental equation (16) for a given set of system 
parameters, the location of the freeze-front S(T) at any time r 
is determined according to equation (15), the temperature 
distribution 0l (R,r) in the freeze-zone is calculated from 
equation (12), and the temperature distribution 82{R,T) and 
the moisture distribution U(R,T) outside the freeze-zone are 
calculated from equations (13) and (14), respectively. 

Sample calculations are performed to illustrate the effects 
of various system parameters on the temperature and 
moisture distribution in the region. These results are 
presented in Figs. 1-4 by plotting the temperature and the 
moisture content as a function of the dimensionless parameter 
T/R1 = a2t/r

2. The physical significance of such figures can 
be interpreted in two different ways: 

1 For a fixed value of time, the curves represent the 
variation of temperature or moisture as a function of the 
radial position, r, in the medium. Then, on these figures the 
origin r = 0 corresponds to a location a2t/r

2 — oo, and the 
right-hand side of the curves correspond to the frozen zone. 
The curves for the moisture content show that the moisture is 
highest at the freeze-front; moving away from the freeze-front 
with increasing r, there exists a region where moisture content 
falls below the initial value, followed by the zone where the 
initial value of the moisture content remains unchanged. 

2 For a fixed value of the radial position, r, the curves 
represent the variation of temperature or moisture with time. 
Then, a2t/r

2 — 0 corresponds to the beginning of the cooling 
process. As time increases, the temperature at a given location 
continuously decreases; on the other hand, the moisture 
content falls below the initial value for a short period, then 
begins to increase continuously until the freezing front 
reaches to that location. 

Having discussed the general behavior of the variation of 
temperature and moisture as a function of time and position 
in the region, we now focus our attention to the effects of 
various system parameters. 

Figure 1 illustrates the effects of the nondimensional line 
heat strength, Q, on temperature and moisture. As the sink 
strength is increased, the freeze-front moves deeper into the 
medium at a given time; or the freeze-front arrives much 
quicker at a given location. Increasing Q, lowers the values of 
temperature and moisture. 

Figure 2 illustrates the effects of the nondimensional freeze-
front temperature, 6V, on the temperature and moisture 
distribution in the medium. Decreasing dv, increases the 
maximum moisture content and moves the freeze-front 
towards the origin, r = 0. 

Figure 3 illustrates the effects of nondimensional latent 
heat, L, on the temperature and moisture distribution. 
Lowering L forces the freeze-front further away from the 
origin, r = 0. The minimum and maximum moisture contents 
do not seem to depend on L. 

Figure 4 shows the effects of the nondimensional thermal 
gradient coefficient, A, on the temperature and moisture 
distribution. The maximum moisture content is strongly 
dependent upon A; increasing A increases the maximum 
moisture content. The temperature level and the freeze-front 
location, however, are very little affected by A. 
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strength is increased, the freeze-front moves deeper into the 
medium at a given time; or the freeze-front arrives much 
quicker at a given location. Increasing Q, lowers the values of 
temperature and moisture. 

Figure 2 illustrates the effects of the nondimensional freeze-
front temperature, 6V, on the temperature and moisture 
distribution in the medium. Decreasing dv, increases the 
maximum moisture content and moves the freeze-front 
towards the origin, r = 0. 

Figure 3 illustrates the effects of nondimensional latent 
heat, L, on the temperature and moisture distribution. 
Lowering L forces the freeze-front further away from the 
origin, r = 0. The minimum and maximum moisture contents 
do not seem to depend on L. 
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distribution. The maximum moisture content is strongly 
dependent upon A; increasing A increases the maximum 
moisture content. The temperature level and the freeze-front 
location, however, are very little affected by A. 

Acknowledgment 
This work was supported in part by the National Science 

Foundation through the Grant MEA-8110 705. 

References 
1 Aguirre-Puente, J., and Philippe, A., "Quelques recherches effectuees en 

France sur le probleme de la congelation des sols," Rev. Gen. Thermique, Vol. 
96, 1969, pp.1123-1141. 

2 Aguirre-Puente, J., Dupas, A., and Philippe, A., "Quelques resultats 
concernant le gonflement au gel et leur application au classement des sols selon 
leurdegre'degelivite',"Bu//. liasonLabo. P.etCh., Vol.68,1973, pp. 23-29. 

3 Mikhailov, M. D., "Exact Solution of Temperature and Moisture 
Distributions in a Porous Half-Space With Moving Evaporation Front," In-
ternationalJournal of Heat and Mass Transfer, Vol. 18, 1975, pp. 797-804. 

4 Mikhailov, M. D., "Exact Solution for Freezing of Humid Porous Half-
Space," International Journal of Heat and Mass Transfer, Vol. 19, 1976, pp. 
651-655. 

5 Patterson, S., "Propagation of a Boundary of Fusion," Proceedings of 
the Glasgow Mathematics Association, Vol. 1, 1952, pp. 42-47. 

6 Ozisik, M. N., and Uzzel, J. C , "Exact Solution for Freezing in Cylin
drical Symmetry With Extended Freezing Temperature," JOURNAL OF HEAT 
TRANSFER, Vol. 101, 1979, pp. 331-334. 

7 Luikov, A. V., "Systems of Differential Equations of Heat and Mass 
Transfer in Capillary-Porous Bodies (Review)," International Journal of Heat 
and Mass Transfer, Vol. 18, 1975, pp. 1-14. 

8 Mikhailov, M. D., "General Solution of the Diffusion Equations Coupled 
at the Boundary," International Journal of Heat and Mass Transfer, Vol. 16, 
1973, pp. 2155-2164. 

9 Lebeolev, N. N., Special Functions and Their Applications, Prentice-Hall, 
Inc., Englewood Cliffs, N.J., 1965. 

Natural Convection From Needles With Variable Wall 
Heat Flux 

J. L. S. Chen1 

Nomenclature 
a = dimensionless needle size 
b = needle shape parameter, 2(m -

l)/5 
/ = dimensionless stream function 
g = gravitational acceleration 

Gr = modified Grashof number, 
g(3q0L

4/(kp2) 
h = convection heat transfer co

efficient 

Associate Professor, Department of Mechanical Engineering, University of 
Pittsburgh, Pittsburgh, Pa. 15261, Mem. ASME 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 23, 
1982. 

Journal of Heat Transfer MAY.1983, Vol. 105/403 Copyright © 1983 by ASME
  Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



k 
L 
m 

Nu 
Pr 
<7 
r 
T 
u 
V 

z 

a 

P 

= 
= 
= 

= 
= 
= 
= 
= 
= 
= 
= 

= 
= 

fluid thermal conductivity 
needle length 
exponent of power-law 
heat flux variation 
local Nusselt number 
Prandtl number, v/a 
heat flux 
radial coordinate 
temperature 
axial velocity 
radial velocity 

wall 

similarity variable defined by 
equation (6) 
fluid thermal diffusivity 
coefficient of thermal ex-

V 

pansion 
dimensionless temperature 
defined by equation (8) 
kinematic viscosity 
stream function 

Subscripts 
w = needle surface 
o = reference quantity 

oo = ambient fluid 

Superscript 
' = differentiation with respect to z 

Introduction 

Recently, Chen [1] investigated the free convection from a 
vertical needle with variable wall temperature and found that 
there was significant influence of its shape, size, and wall 
temperature variation upon the flow and heat transfer. It is 
noted that the results obtained therein may not, in general, be 
applied to the present problem of needles with variable 
surface heat flux, unlike the case where the results for a 
uniform heat flux flat plate (or cylinder) can be closely 
correlated with those for a uniform wall temperature plate (or 
cylinder) [2, 3]. Furthermore, in view of the fact that this type 
of variable heat flux surface condition is commonly en
countered in engineering practice, it merits separate attention. 

The objective of this paper is to analyze the laminar natural 
convection from slender needles with axial power-law wall 
heat flux variation. Similarity velocity and temperature 
profiles as well as transfer results are presented for three 
different needles (in shape) with two sizes in fluids having Pr 
ranging from 0.02 to 100. To the author's knowledge, there 
appears no results for the variable heat flux needles reported 
in the literature except for the special case of uniform heat 
flux. 

Analysis 
A vertical needle surrounded by a quiescent bulk fluid at a 

constant temperature, T„, is subject to the power-law surface 
heat flux, q„ = q0 (x/L)'", along the axis. Under the 
assumption of a thin needle, the effect of its transverse 
curvature is of importance, but the pressure gradient along 
the body may be neglected [1, 4]. The boundary-layer 
equations for the steady-state, incompressible, laminar 
axisymmetric flow are 

d(ru) d(rv) 

du 

~dx 
+ v 

dx 

du 
dr 

' dr 

v a 
r dr ('£) 

(1) 

+ gftT-T„) (2) 

u 
dT 

~dx 

dT 

dr 

ith the boundary conditions 

r = r(x): u 

/ • — • I 

= y = 0;-

»: u = 

a d 

r dr 

, dT 
-k— = 

dr 

(-

:<7„ 

0; T= Ta 

dT 

~8r~ 

,(x) 

(3) 

(4) 

The axisymmetric stream function is introduced as 

t=vxf{z) (5) 

with the similarity variable 

- G r 2 / 5 ( ^ ) * G r ) 2 (6) 

where b = 2(m-\)/5. By setting z = a = constant in (6), a 
description is given of the size and shape of the needle body. 
For a thin needle, the value of a will in general be numerically 
small. At z = a, the shape prescribed by (6) is dependent on the 
exponent b. For example, surfaces are cylindrical wires for 
b = 0, paraboloids for b = - 1, and cones for b = - 2. Since the 
body shape parameter, b, is coupled with the wall flux index, 
m, the wall flux variation is thus restricted by a given needle in 
order to have similarity solution - a penalty one often has to 
pay in seeking for such solutions. 

Continuity equation (1) is identically satisfied when the 
velocity components are expressed as 

Gr2 i^T'r 
-Gr1 (x)' 2{f+bzf') (7) 

Further, introducing the dimensionless temperature 

/ x \ bn 

0 = G r i / 5 ^ _ _ J (T-T„)/(qwL/k) (8) 

and substituting (6), (7), and (8) into (2) and (3), one has 

(9) W + 4(2 +f\f" -j(.2m + 3)(f')2 +6 = 0 

z9 " + (l + — Pr/)<?' - —(4m + l)Pr/ '0 = O 

with the boundary conditions 

/(«)=/'(«)=/'(°°) = 0 
1 

6'(a)-- a-1/2,0(oo) = O 

(10) 

(11) 

Note that, by setting w = 0 herein, (9) to (11) reduce to the 
case of uniform wall flux needle studied by Narain and 
Uberoi[5]. 

The local Nusselt number is found to be 

Nu = 
Qwx 

k{T„ - T„) 
= Gr' (x) (4 + m)/5 

m- (12) 

Results and Discussion 

The transformed equation (9-11) were solved numerically 
using the technique for treating the asymptotic boundary 
condition developed by Nachtsheim and Swigert [6]. Table 1 
gives the values o f / " ( a ) and 6(a) for three needle shapes 
associated with the wall flux distributions for m= - 1 . 0 , 0, 
and 1.0, and for two sizes, a = 0.01 and 0.1, of needle in fluids 
having Pr = 0.02, 0.1, 0.733, 10, and 100. By setting z = a in 
(6), it can be readily shown that the results for the three cases 
reported herein represent: 

404/Vol. 105, MAY 1983 Transactions of the ASME 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Values off" (a) and B(a) 

f"{a) 6(a) 
Pr 
0.02 

0.1 

0.733 

10 

100 

in 
-1.0 
0 
1.0 

-1.0 
0 
1.0 

-1.0 
0 
1.0 

-1.0 
0 
1.0 

-1.0 
0 
1.0 

(7 = 0.01 
7.9394 
5.4456 
4.4437 

7.0545 
4.4115 
3.5275 

4.8317 
2.8448 
2.2558 

2.0621 
1.2252 
0.9779 

0.8626 
0.5091 
0.4074 

(7 = 0.1 
2.9230 
1.8590 
1.4645 

2.4619 
1.4239 
1.1259 

1.5089 
0.8772 
0.6972 

0.6341 
0.3770 
0.3013 

(7 = 0.01 
0.5017 
0.4626 
0.4473 

0.4844 
0.4121 
0.3907 

0.4293 
0.3429 
0.3215 

0.3409 
0.2688 
0.2501 

0.2722 0.2815 
0.1604 0.2177 
0.1284 0.2009 

(7 = 0 .1 
1.3759 
1.1596 
1.0741 

' 1.2659 
0.9557 
0.8798 

0.9984 
0.7290 
0.6649 

0.7126 
0.5144 
0.4647 

0.5380 
0.3798 
0.3390 

(/) m = 1.0: a cylindrical wire with linear wall flux 
distribution 

(ii) m=0: a blunt-nosed needle with uniform wall flux 
(Hi) m= - 1 . 0 : a relatively sharped-nosed needle with 

wall flux varying as x ~' 
It can be seen from the table that, in addition to the Pr, the 

needle size and shape coupled with wall flux variation all have 
quite significant effects on the surface friction and thermal 
characteristics. The influence of needle size and Pr on the 
dimensionless axial velocity and dimensionless temperature 
profiles are illustrated in the respective Figs. 1 and 2 for 
cylindrical wires with linear wall flux (m = 1.0). At a given Pr, 
the decrease of wire size promotes heat transfer rate. To 
maintain the linear wall flux condition, however, the con-
vective velocity decreases. On the other hand, for a given size, 
the increase of Pr results in reduced temperature difference 
between the wire surface and the ambient fluid, and hence the 
convective velocity. Also, the velocity and thermal boundary 
layers decrease with increasing Pr, as is expected. 

The surface heat transfer parameter 1/0 (a) are plotted 
versus Pr in Fig. 3 for two needle sizes, a = 0.01 and 0.1. A 
reduction of needle size produces higher surface heat transfer 
rate. These curves also show the increase of surface heat 
transfer rate with increasing Pr. These trends are similar to 
those in free convection from vertical plates or cylinders, 
which we are familiar with. The combined effect of needle 
shape and wall flux distribution, reflected by various values 
of m, is such that for a given needle size the cylindrical wire 
with a linear wall flux (m = 1.0) yields the highest surface heat 
transfer among the three cases considered. 

The results in Fig. 3 show that the local Nusselt number is 
approximately proportional to the tenth root of the Pr for 
0 = 0.01 and the seventh root for a = 0.1. Thus, the local 
Nusselt number may be correlated as 

Nu = ^ , G r ' 

Nu = /l2Gr1 :(x) 

(4 + m)/5 

Pr1 

(4 + /«)/5 

Pr1 

for a = 0.01 

for 0 = 0.1 (13) 

with ,4, = 3.2, 3.04, 2.3, and A2 = 1.6, 1.43, 1.0 form = 1.0, 
0, - 1.0, respectively. These correlations are found to differ 
at most by 5 percent from the analytical solutions given by 
(12) for all the cases considered, except for m = - 1.0 and Pr 
< 0.1, for which the under estimate amounts to 8 to 19 
percent. 

Similar to the case of a flat plate or a thick cylinder, the 
modified Grashof number appears as the fifth root. However, 
unlike the fourth-root-Pr law associated with those cases, the 
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exponent of Pr varies with needle size. This clearly confirms 
the strong effect of the transverse curvature of the needle on 
heat transfer. In the study of free convection from vertical 
cylinders with uniform wall heat flux, Nagendra et al. [3] 
reported a similar trend. Their experimentally varified 
correlation shows that the exponent of Pr decreases from 0.4 
for long cylinders to 0.048 for thin cylindrical wires, while for 
short cylinders the familiar value of 0.2 holds true. 
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Conclusions 
1 Free convection from thin needles with power-law 

surface heat flux leads to similarity solutions when the needle 
shape parameter, b, and the wall-flux index, m, have the 
relation b = 2 ( / n - l ) / 5 . 

2 Needle size has strong effects on both flow and thermal 
characteristics. Thinner needles produce higher skin-friction 
and surface heat transfer rate. 

3 Correlation of data for the local Nusselt number shows 
that the Prandtl number appears as the seventh root for 
a = 0.1 and as the tenth root when the needle size is reduced 
with a = 0.01. This trend is qualitatively in agreement with 
that reported in [3] for the case of long cylinders and wires 
having uniform surface heat flux. 
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Nusselt Number Distribution in Vertical and Inclined 
Air Layers 
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Nomenclature 
A = vertical aspect ratio, A = H/L 

AH = horizontal aspect ratio, AH = W/L 
g - gravitational acceleration 
h = average heat transfer coefficient 

between isothermal plates 
H = plate height 
k = thermal conductivity of air 
L = plate spacing 

Nu = average Nusselt number, Nu = 
hL/k 

Nu; = average Nu on lower third of heated 
plate 

Nu2 = average Nu on middle third of 
heated plate 

Nu3 = average Nu on upper third of heated 
plate 

Pr = Prandtl number of air, Pr = V/K 
Ra = Rayleigh number, Ra = L3/3gAT/vK 
Tc = temperature of cold plate 
Th = temperature of hot plate 
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W = plate width 
ft = volumetric thermal expansion 

coefficient of air 
AT = temperature difference, AT = Th — 

T 
1 c 

K = thermal diffusivity of air 
v = kinematic viscosity of air 
<t> = angle of tilt from horizontal 

Introduction 
Several recent studies [1-8] have reported on the heat 

transfer by natural convection across air layers. The air layers 
in the present experimental study (Fig. 1) was bounded on the 
sides by two flat isothermal plates, and around the edges by a 
highly conductive sheet which took up a linear temperature 
profile between the plate temperatures. Measurements were 
obtained for horizontal aspect ratios in the range AH S: 15, for 
vertical aspect ratios in the range 5 <A <80, and for tilt angles 
in the range 0 deg<</><90 deg. The average heat transfer 
measurements have been reported previously [6]. This Note 
presents a few of the "local" measurements obtained from 
the three separate areas of the hot plate shown in Fig. 1; a 
more complete set of measurements may be found in the 
thesis of ElSherbiny [8]. 

Previous local measurements [1, 3, 4] have covered the 
conduction regime and the laminar boundary layer regime. In 
the conduction regime, Eckert and Carlson [1] and Randall et 
al. [4] established that the local Nusselt number decreases with 
distance along the plate from a maximum at the "starting 
corner" (the lower corner of the hot plate or the top corner of 
the cold plate) to unity over the middle portion. It then 
decreases again, to a minimum at the "departure corners" 
(the top corner of the hot plate or the bottom of the cold 
plate). A small, but significant, departure of the average Nu 
from unity was observed at small A [4]. Tilting the layer from 
the vertical results in a flattening of the Nusselt number 
distribution [3]. In the laminar boundary layer regime, 
Randall et al. [4] found that the flow can be of two types: in 
the transition type, which is observed at low Ra and low A, 
the local Nu decreases steadily from one corner to the other; 
in the fully developed type, which is observed at higher Ra 
and higher A, the local Nu is uniform over the central part of 
each plate, and the average Nu equals the local value of the 
center. The last result explains the good agreement between 
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Fig. 1 A sketch of the layer 
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Conclusions 
1 Free convection from thin needles with power-law 

surface heat flux leads to similarity solutions when the needle 
shape parameter, b, and the wall-flux index, m, have the 
relation b = 2 ( / n - l ) / 5 . 

2 Needle size has strong effects on both flow and thermal 
characteristics. Thinner needles produce higher skin-friction 
and surface heat transfer rate. 

3 Correlation of data for the local Nusselt number shows 
that the Prandtl number appears as the seventh root for 
a = 0.1 and as the tenth root when the needle size is reduced 
with a = 0.01. This trend is qualitatively in agreement with 
that reported in [3] for the case of long cylinders and wires 
having uniform surface heat flux. 
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A = vertical aspect ratio, A = H/L 

AH = horizontal aspect ratio, AH = W/L 
g - gravitational acceleration 
h = average heat transfer coefficient 

between isothermal plates 
H = plate height 
k = thermal conductivity of air 
L = plate spacing 

Nu = average Nusselt number, Nu = 
hL/k 

Nu; = average Nu on lower third of heated 
plate 

Nu2 = average Nu on middle third of 
heated plate 

Nu3 = average Nu on upper third of heated 
plate 

Pr = Prandtl number of air, Pr = V/K 
Ra = Rayleigh number, Ra = L3/3gAT/vK 
Tc = temperature of cold plate 
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W = plate width 
ft = volumetric thermal expansion 

coefficient of air 
AT = temperature difference, AT = Th — 

T 
1 c 

K = thermal diffusivity of air 
v = kinematic viscosity of air 
<t> = angle of tilt from horizontal 

Introduction 
Several recent studies [1-8] have reported on the heat 

transfer by natural convection across air layers. The air layers 
in the present experimental study (Fig. 1) was bounded on the 
sides by two flat isothermal plates, and around the edges by a 
highly conductive sheet which took up a linear temperature 
profile between the plate temperatures. Measurements were 
obtained for horizontal aspect ratios in the range AH S: 15, for 
vertical aspect ratios in the range 5 <A <80, and for tilt angles 
in the range 0 deg<</><90 deg. The average heat transfer 
measurements have been reported previously [6]. This Note 
presents a few of the "local" measurements obtained from 
the three separate areas of the hot plate shown in Fig. 1; a 
more complete set of measurements may be found in the 
thesis of ElSherbiny [8]. 

Previous local measurements [1, 3, 4] have covered the 
conduction regime and the laminar boundary layer regime. In 
the conduction regime, Eckert and Carlson [1] and Randall et 
al. [4] established that the local Nusselt number decreases with 
distance along the plate from a maximum at the "starting 
corner" (the lower corner of the hot plate or the top corner of 
the cold plate) to unity over the middle portion. It then 
decreases again, to a minimum at the "departure corners" 
(the top corner of the hot plate or the bottom of the cold 
plate). A small, but significant, departure of the average Nu 
from unity was observed at small A [4]. Tilting the layer from 
the vertical results in a flattening of the Nusselt number 
distribution [3]. In the laminar boundary layer regime, 
Randall et al. [4] found that the flow can be of two types: in 
the transition type, which is observed at low Ra and low A, 
the local Nu decreases steadily from one corner to the other; 
in the fully developed type, which is observed at higher Ra 
and higher A, the local Nu is uniform over the central part of 
each plate, and the average Nu equals the local value of the 
center. The last result explains the good agreement between 
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the Nu measurements over the central region by Hollands et 
al. [2] and those averaged over the entire plate [6] for A>20 
and 0<6O deg. Previous measurements of the local heat 
transfer covered a smaller range of Ra, <j>, and A than the 
present study; in particular the measurements of Randall et al. 
were restricted to 9<>1<36, 40 deg<0<9O deg, and 
4 x l 0 3 < R a < 3 x l 0 5 . 
Experiment 

The present "local" heat transfer measurements represent 
average values over 200 x 200 mm areas centered along a line 
midway between the vertical edges of the air layer, as shown 
in Fig. 1. The extent of the heated and cooled plates exposed 

to the air was W= 635 mm, and H= 635 mm. The aspect ratio 
was altered by changing the plate spacing, L. The method of 
measuring the heat fluxes qu q2, and q3, of varying the 
Rayleigh number, and all other details of the experiment are 
described elsewhere [2, 6, 8]. 

Results and Discussion 
Figure 2 shows the average Nusselt number on the upper, 

middle, and lower third of the hot plate for a low aspect ratio 
(A = 10) in the vertical orientation (0 = 90 deg). In the early 
conduction regime (very low Ra), all three values of the 
Nusselt number (Nu,, Nu2, Nu3) were equal to unity. When 
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Ra was increased, the average Nusselt number, Nu, on the 
lower third of the hot plate rose above unity and approached a 
line of about 1/4 slope in the laminar regime at Ra> 104. The 
average Nusselt number on the middle third of the hot plate, 
Nu2, also increased above unity when Ra was increased and 
approached the same 1/4 slope for Ra>10 4 , but fell below 
Nu^ The value of Nu3 dropped below unity with increasing 
Ra, reached a minimum of about 0.6 at Ra=10 4 , and 
thereafter increased along a line of 1/4 slope. The average 
Nusselt number, Nu, plotted in Fig. 2 as a solid line, is seen to 
be consistently higher than Nu2 in the laminar boundary layer 
regime, by up to 12 percent. Thus, for A = 10 and 0 = 90 deg, 
measurements over the central region can underestimate the 
average Nusselt number by as much as 12 percent. This is 
consistent with the findings of Randall et al. [4], 

To show the effect of aspect ratio on the measurements of 
Nui, Nu2, Nu3, the data from a higher aspect ratio (A = 80) 
are plotted in Fig. 3 for the same vertical orientation. Again 
Nu, >Nu2 >Nu 3 , but the differences among the three values 
are smaller than for the case of A = 10; the value of Nu3 in this 
case decreased slightly below unity (to 0.96). In this instance 
the average Nusselt number over the whole air layer is well 
expressed by the measurements at the central part of the air 
layer, indicated in the figure by the solid line. 

Figure 4 shows the effect of the angle of tilt on the 
distribution of Nusselt number along the hot plate where 
measurements were taken for A = 10 and 0 = 60 deg (heated 
from below). The same general behavior for Nu1 ; Nu2) and 
Nu3, as in the case for 0 = 90 deg, was obtained for 0 = 60 
deg, but Nu2 was a better approximation of the average 
Nusselt number, Nu, than was observed for 0 = 90 deg. In the 
range 2000<Ra<10 4 , where the transition from conduction 
to laminar boundary layer regimes occurred, the value of Nu2 

is appreciably lower than Nu, as explained by Randall et al. 
[4]. For larger A or smaller 0, or both, the agreement between 
Nu2 and Nu improves. The measurements support the 
assumption by Hollands et al. [2] that the heat transfer over 
the central region of the hot plate is representative of the 
average heat transfer from the entire plate for A>20 and 
0<6O. 
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The Effect of a Surface Coating on the Constriction 
Resistance of a Spot on an Infinite Half-Plane1 

J. R. Dryden2 

Nomenclature 

Ml) = 
a = 

B(® = 
2b = 

C(9 = 
/ ( / • ) = 

/(« 
M ), 
M ) 

k 
ft] ,k2 

Q 

r 
R 

Tdr,x), 
T2(r,x) 

TdM, 
T2(Lxl 

T 

defined in equation (7) 
contact spot radius 
defined in equation (7) 
distance between contact spots 
defined in equation (8) 
function of the radial coor
dinate, defined in equations (6) 
and (10) 
Hankel transform off(r) 
Bessel functions of the first 
kind of order zero and one 
thermal conductivity 
thermal conductivities of ma
terials 1 and 2 
total axial heat flux; 
(flux/area) integrated over area 
radial coordinate 
constriction resistance of a spot 
on an infinite plane 

/ = thickness of coating material 1 
= temperatures in materials 1 and 

2 

= Hankel transforms of tem

peratures Tx and T2 

average temperature of the 
contact spot, defined in 
equation (15) 
axial coordinate 

otj = aj = 2j(t/a) 
6 = X,/X2 = ( * , -* 2 ) / ( fc , +k2) 

X, = (1 - k2/k0/2 
X2 = (1 + k2/kl)/2 
p = dimensionless constriction re

sistance, p = R(4ak2l) 

Introduction 
The effect of surface coatings on the thermal constriction 

resistance must be known to analyze the heat flux across, for 
example, an oxidized interface. Recently, several papers [1-3] 
have considered the constriction resistance for a cylinder of 
finite radius, b, with a coated end, where an axial heat flux is 
specified for a contact spot of radius, a. This cylinder 
represents an average solid-solid contact where a is the 
average contact spot radius and 2b is the average distance 
between contacting spots. The constriction resistance is 
obtained in the form of an infinite series which is slowly 
convergent when alb is small. For example, if alb = 0.001, 
about 5000 terms are required for convergence to three 
significant figures. 

When the ratio alb is very small, the thermal constriction 
of each spot is unaffected by neighbouring spots. It is then 
appropriate to consider the effect of a surface coating upon 
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Ra was increased, the average Nusselt number, Nu, on the 
lower third of the hot plate rose above unity and approached a 
line of about 1/4 slope in the laminar regime at Ra> 104. The 
average Nusselt number on the middle third of the hot plate, 
Nu2, also increased above unity when Ra was increased and 
approached the same 1/4 slope for Ra>10 4 , but fell below 
Nu^ The value of Nu3 dropped below unity with increasing 
Ra, reached a minimum of about 0.6 at Ra=10 4 , and 
thereafter increased along a line of 1/4 slope. The average 
Nusselt number, Nu, plotted in Fig. 2 as a solid line, is seen to 
be consistently higher than Nu2 in the laminar boundary layer 
regime, by up to 12 percent. Thus, for A = 10 and 0 = 90 deg, 
measurements over the central region can underestimate the 
average Nusselt number by as much as 12 percent. This is 
consistent with the findings of Randall et al. [4], 

To show the effect of aspect ratio on the measurements of 
Nui, Nu2, Nu3, the data from a higher aspect ratio (A = 80) 
are plotted in Fig. 3 for the same vertical orientation. Again 
Nu, >Nu2 >Nu 3 , but the differences among the three values 
are smaller than for the case of A = 10; the value of Nu3 in this 
case decreased slightly below unity (to 0.96). In this instance 
the average Nusselt number over the whole air layer is well 
expressed by the measurements at the central part of the air 
layer, indicated in the figure by the solid line. 

Figure 4 shows the effect of the angle of tilt on the 
distribution of Nusselt number along the hot plate where 
measurements were taken for A = 10 and 0 = 60 deg (heated 
from below). The same general behavior for Nu1 ; Nu2) and 
Nu3, as in the case for 0 = 90 deg, was obtained for 0 = 60 
deg, but Nu2 was a better approximation of the average 
Nusselt number, Nu, than was observed for 0 = 90 deg. In the 
range 2000<Ra<10 4 , where the transition from conduction 
to laminar boundary layer regimes occurred, the value of Nu2 

is appreciably lower than Nu, as explained by Randall et al. 
[4]. For larger A or smaller 0, or both, the agreement between 
Nu2 and Nu improves. The measurements support the 
assumption by Hollands et al. [2] that the heat transfer over 
the central region of the hot plate is representative of the 
average heat transfer from the entire plate for A>20 and 
0<6O. 
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The Effect of a Surface Coating on the Constriction 
Resistance of a Spot on an Infinite Half-Plane1 

J. R. Dryden2 

Nomenclature 

Ml) = 
a = 

B(® = 
2b = 

C(9 = 
/ ( / • ) = 

/(« 
M ), 
M ) 

k 
ft] ,k2 

Q 

r 
R 

Tdr,x), 
T2(r,x) 

TdM, 
T2(Lxl 

T 

defined in equation (7) 
contact spot radius 
defined in equation (7) 
distance between contact spots 
defined in equation (8) 
function of the radial coor
dinate, defined in equations (6) 
and (10) 
Hankel transform off(r) 
Bessel functions of the first 
kind of order zero and one 
thermal conductivity 
thermal conductivities of ma
terials 1 and 2 
total axial heat flux; 
(flux/area) integrated over area 
radial coordinate 
constriction resistance of a spot 
on an infinite plane 

/ = thickness of coating material 1 
= temperatures in materials 1 and 

2 

= Hankel transforms of tem

peratures Tx and T2 

average temperature of the 
contact spot, defined in 
equation (15) 
axial coordinate 

otj = aj = 2j(t/a) 
6 = X,/X2 = ( * , -* 2 ) / ( fc , +k2) 

X, = (1 - k2/k0/2 
X2 = (1 + k2/kl)/2 
p = dimensionless constriction re

sistance, p = R(4ak2l) 

Introduction 
The effect of surface coatings on the thermal constriction 

resistance must be known to analyze the heat flux across, for 
example, an oxidized interface. Recently, several papers [1-3] 
have considered the constriction resistance for a cylinder of 
finite radius, b, with a coated end, where an axial heat flux is 
specified for a contact spot of radius, a. This cylinder 
represents an average solid-solid contact where a is the 
average contact spot radius and 2b is the average distance 
between contacting spots. The constriction resistance is 
obtained in the form of an infinite series which is slowly 
convergent when alb is small. For example, if alb = 0.001, 
about 5000 terms are required for convergence to three 
significant figures. 

When the ratio alb is very small, the thermal constriction 
of each spot is unaffected by neighbouring spots. It is then 
appropriate to consider the effect of a surface coating upon 
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the constriction resistance of a spot on an infinite half-plane. 
For a spot on an uncoated half-plane, the constriction 
resistance, is l/4ak, (see [4]). This note considers the change 
in R due to a coating with a thermal conductivity different 
from that of the base material. 

Analysis 

Figure 1 shows a spot of radius a on an infinite half-plane 
with a surface coating of material 1 having thickness, /. The 
temperatures T, and T2 must satisfy the Laplace equation in 
regions 1 and 2, respectively 

V 2 r , = 0 r>0,0<x<t (1) 

r>0,x>t 

and for axisymmetric heat flow the Laplacian is 

1 8 

dr2 + • 
r dr dx2 

(2) 

(3) 

Both temperature and heat flux continuity are required at 
the interface between materials 1 and 2, viz., 

Tt =T2 

, ar, , 3T2 
--k2 

r>0,x=t 

r>0,x=t 
dx " dx 

The boundary condition at the surface (x = 0) is 

dTi 

~dx 
=/(/•) 

= 0 

a>r>0, x = 0 

r>a 

(4) 

(5) 

(6) 

It is assumed that as ( r + xLyn — oo, r , and T2 — 0. 
If a Hankel transform [5] of order zero is applied to both 

sides of equations (1) and (2), then the transformed variables 
will have the form 

Tx{te)=A(l)e*+B(H)e-* (7) 

f 2 (S ,x )=C(£)e-^ (8) 

The coefficient C(£) can be found by using equations (4), (5), 
and (6) and is given by 

In particular, if 

( X , e x p ( - 2 £ / ) - \ 2 ) 

-Q 

then 

C({) = 

Jy ' 2k^a(a2-r2y 

Q sin(ga) 1 

(9) 

(10) 

(11) 
2k,ira £2 X2 - X,exp(-2£0 

The coefficients A (£) and B( £) can be expressed in terms of 
C{ £), which leads to the following expression for f, (J, x) 

f,(f,jc) = (Xie*<*-2'> +X2e-f*)C({) (12) 

and then 

J ^ — 0 
(13) 

The expression for f(r) in equation (10) is the flux which 
causes an isothermal contact spot if there is no coating or if 
the coating is very thick. 

Constriction Resistance 
The constriction resistance, R, of a spot on a half-plane is 

given by 

AT f 
R = 

Q 
(14) 

l i = f ( r ) 

IP0 

T,( r ,x ) O 

U T 2 ( r ,x) 
© 

Fig. 1 Contact spot of radius, a, on an infinite half-plane with surface 
coating of thickness, ( 

where AT is the temperature change due to the thermal 
constriction, and Q is the total flux passing through the spot. 
Since both T, and T2 approach zero at a sufficiently large 
distance from the contact spot, ATwill be equal to the average 
temperature Tof the contact spot. 

T= 
1 f« 

TO2 Jr=0 
Tx(r,0)2*r dr (15) 

The resulting expression for R, found by using equations (11), 
(12), (13), (14), and (15), is 

1 r°T X2exp(^/a)+X,exp( -$t/a) 
R 

irk -.!."[ X2exp(^/a) -X,exp( -£ t /a) 

7,«)s inf -\y 
(16) 

'« 

This expression relates R to /, a, A:(, and k2. This integral can 
be evaluated numerically; however, an analytical expression is 
possible and leads to some simple limiting cases for either very 
thick or very thin coatings. 

To evaluate the integral in equation (16) the denominator of 
the first term in square brackets is expanded by using the 
binomial theorem. The constriction resistance can then be re-
expressed as 

4ki« -wkxa j=x 

(17) 

where 

The integral in equation (18) can be evaluated by dif
ferentiating I(otj) with respect to otj and then integrating (see 
[6]). The resulting expression for / ( a , ) is 

/(a;) = - a 7 + ( / ) - 2 l ) J l ^ T + l s i n - ( i ) (19) 

fl=T + (t+1) 

where 

Thin Coatings. If t/a is small, then the expression for 
/(aj) in equation (19) reduces to 

/ ( a y ) = - a y + ir/4 (20) 

Using this expression for I(otj) in equation (17) (and after 
replacing the series with its closed form summation), 
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Fig. 2 Variation of the dimensioniess constriction resistance with t/a 
for different values of k^lk2 > 1: x, derived from equation (17) using 
(19); o, asymptotic solution, equation (26) 

k 2 = 0 - 5 

Fig. 3 Variation of the dimensioniess constriction resistance with t/a 
for different values of k^lk2 < 1: x, derived from equation (17) using 
(19); o, asymptotic solution, equation (26) 

# = 
1 

+ 4 k2 a irk. irk, a \ a / L \ L / 
(21) 

Equation (21) gives the constriction resistance as a per
turbation from the case where there is no coating. In equation 
(21), the first term on the right-hand side represents the 
constriction resistance for a spot of radius a on a half-plane 
with no surface coating. The second term represents the effect 
of the coating upon the constriction resistance. The ratio 
k\/k2 determines whether this term causes a positive or 
negative change in the constrictive resistance. Note that for a 
given spot size, a, the constriction resistance, R, depends 
linearly upon the coating thickness, t. 

Thick Coatings. Equation (21) gives values of R as a 
perturbation from the case where there is no coating. For 
sufficiently large values of t/a, it is more sensible, from a 
physical viewpoint, to give R as a deviation from the case 
where t/a = oo. 

When t/a becomes large, the expression for / ( a , ) in 
equation (19) can be simplified. For values of ay greater than 
2, D ~ (ay + 1/ctj) and/(<*,•) reduces to 

1 
/ ( « , • ) = ; 

2a ; 
(22) 

where the higher order terms have been omitted. Using this 
expression for I(cij) in equation (17) (and after replacing the 
series with its closed form summation) 

R=^--^^( — )ln(t , ., ) (23) 
,a\ t / \\+kJk2J ' Akxa 2itk{ 

Equation (23) gives the constriction resistance which is valid 
for a thick coating. The first term on the right-hand side 
represents the constriction resistance for a spot of radius a on 
a half-plane of thermal conductivity k,. The second term 
represents the effect of the substrate material with thermal 
conductivity k2. There is a logarithmic dependence on the 
ratio kx/k2. 

Results and Discussion 
A dimensioniess constriction resistance p(= Aa k2 R) can be 

defined. In Figs. 2 and 3, the various curves represent p for 
as the coating thickness t is in-

k,/k2 > 1 and in Fig. 3, kx/k2 < 1. In 
both figures, when t/a is small, from equation (21) 

k2 kt 

and the slope at t/a = 0 is 

I" dp 

•] 

a) \na=o TV L k, k7 J 

(24) 

(25) 
Ld(t/a) J U » = » •« •- «., 

Note that in Figs. 2 and 3, for say kl/k2 = 10 and ks/k2 = 
0.1, the rate of change of p are numerically equal, but of 
opposite sign. 

When t/a > 2, the constriction resistance exhibits thick 
film behaviour. From equation (23) 

P = 
_ * 2 _ 

V / / n\l+k,/kJ 
(26) 

ki -K kx V / / ' " \ l +kl/k1. 

Values of p calculated from equation (26) are indicated in 
Figs. 2 and 3 for several values of t/a > 2. 

Conclusions 
The effect of a surface coating on the constriction 

resistance of a spot on an infinite half-plane has been 
analyzed. For very thin coatings, the change in constriction 
resistance depends linearly on coating thickness. As the 
coating thickness increases, the constriction resistance 
continues to change but at a decreasing rate. For coating 
thicknesses greater than twice the contact spot size, the 
constriction resistance depends hyperbolically on thickness. 
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The Optimum Dimensions of Convective Pin Fins 

P. Razelos1 

Nomenclature 
b --
B --

C\,C2 = 
D --
h --
k --
L --
1 = 
r -
S = 
T = 

t = 
u = 
V --
x -

y --
Z = 
* _ 

= pin base radius 
= Biot number, hb/k 
= constants 
= (dt/dx)x=u 

= heat transfer coefficient 
= thermal conductivity 
= length of the pin 
= heat dissipated by the pin 
= coordinate 
= lateral surface of the pin 
= temperature in excess of the 

ambient 
= dimensionless temperature 
= (L/b)yf2B aspect number 
= volume of the pin 
= r(2h/kb)Vl = dimensionless 

coordinate 
= z/b = dimensionless radius 
= pin radius 
= indicates optimum values 

1 Introduction 

Pin fins or spines are extended surfaces usually with cir
cular cross sections that vary in a specified manner along the 
length. Although their effectiveness for several profiles has 
been determined [1, 2], their optimum dimensions, i.e., "the 
dimensions of the base radius, b, and the length, L, that 
minimize its volume for a given heat dissipation" have not 
been fully analyzed. Only recently Sonn and Bar-Cohen [3] 
determined the optimum dimensions of a constant thickness 
pin that maximize the heat dissipation for a given pin volume. 
A general analysis of the optimum pin problem following the 
method introduced by the author in [4] is presented in this 
technical note. The results are expressed in a dimensionless 
form such that certain properties of the optimized fin can be 
immediately derived and a meaningful comparison with other 
optimum fins can be made. 

2 Analysis and Results 
Consider the pin depicted schematically in Fig. 1 with a 

profile, z=f(r), and a base temperature, Tb, in excess of the 
ambient fluid temperature. Assuming one-dimensional 
conduction, thermal constant parameters and negligible 
surface curvature, the dimensionless temperature t=T/Tb 

satisfies the following equation and boundary conditions [2] 

d/dx(y2dt/dx=yt (1) 

t(u)=\,u=(Llb)\2B 

which is the aspect number, and (2) 

(dt/dy)x=o=0,y(0)*0 (3a) 

t(0), finite y(Q) = 0 (3 b) 
wherex=r(2h/kb)v\y = z/b=f(r/L)=f(x/u) and B = hb/k, 
the Biot number. Clearly, the dimensionless temperature is 
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Fig. 1 Schematic pin diagram 

only a function of x and u. The heat dissipated by the fin is 
equal to 

g = kirb2(dT/dr)r=L = Tbkwb(2B)'/'(dt/dx)x=,u (4) 

The derivative (dt/dx) x = „ , which for brevity is denoted here 
by D, is only a function of u. We now define a dimensionless 
heat dissipation, Q, as 

Q = (hq)/2'Airk2Tb = (By2)D (5) 

The optimization problem then is, for a given Q, to determine 
the values of b and L (or B and u) that minimize the volume, 
V, of a given profile pin 

V=[ wz2dr= irLb2 \ y2d£ = C , -wLb1 (6) 
Jo Jo 

where % = r/L=x/u and C l = j ly2d£,, a constant determined 
from the given pin profile. Using the aspect number, u, to 
eliminate L from (6), we can also define a dimensionless 
volume, U, as 

U=(2'A)(h3V)/(C ]Trk,) = uBs/2 (7) 

Therefore, the values of u and B that for a given Q minimize 
[/can be determined from the roots of the equation 

\ dB ) \ du ) ~ \ du ) \~JB~) ~~ 

Since the values of u and B that maximize Q for a given U are 
also determined from equation (8), the two problems are 
equivalent. Moreover, one may readily show by taking the 
second derivatives that U (or Q) determined from equation (8) 
is minimum (maximum). Introducing further the expressions 
(5) and (7) into equation (8) and carrying out the algebra, we 
obtain the transcendental equation 

3D-5u(dD/du) = 0 (9) 

from which the optimum value u* is determined. Therefore, if 
for a given profile the function D(u) is known, i.e., the 
temperature distribution is known, the optimum values of u* 
and B* can be determined from equations (9) and (5) or (7). 

In order to acquire a better understanding of the influence 
of the material properties upon the optimum results, we can 
use expressions (5), (7) and the definition of u to rearrange 
our results in the form of dimensionless quantities that are 
expressed in terms of the number u* and D*. These quantities, 
given below, are defined according to whether the heat 
dissipation, the volume, or the length of the pin is given. The 
latter is useful in many practical problems where there are 
space limitations. 

(a) When heat dissipation, q, given 
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= 0.3700/(£>*)v 

b*=b op(hk)*/{q/T b)
v> 

= \/{2VIKD*)V> 

L* = Loph
v' /(kq/Tb)

v> = [1/(4TT) , / !] 

u*/(D*)v> =0,4301«V(£)*)'/1 

V* - V op(h
Ak)v'/(q/T , ) 5 / 3 = [1/(4TT)M] 

C ,w*/(.D*)5/3=0.1850C ,MV(Z»*) 5 / ; 

(ft) When the volume, V, is given 

Z?„* s ^ A r ' ^ / ^ K 2 ) 1 7 5 = ( 2 / T T 2 ) ! / 5 

/(C, w*)2/5 = 0.7267/(C, « ')2 / 5 

L„*sLop(/!/A:K2)2/5=(M*)4/V(4irC1)1/5 

= 0.6028(«*4/C,)1/5 

e;^too p /r ,) / / !
4ArK3)1 / 5=(167r2)1 / 5Z)V 

(C, M ' ) 3 / 5 = 2.7522Z>V(C, w*)3/5 

(c) When length of the pin, L, is given 

b* = b*/L*2 = (kbop)/hL2) = 2/(u*)2 

Vl=V*/L*5 = Vopk
2/h2L5 =4irC,/( 

Q*L={qopk)/(h2TbLi) = 4irD*/{(x*y 

It is now clear from the above equations that even if their 
right-hand sides are not exactly known we can make certain 
conclusions (that are discussed later) about the thermal 
performance of the optimized pins. Moreover, in the design 
of the extended surfaces, the effectiveness and the removal 
number defined below are also important quantities. The 
effectiveness indicates how well the material of the pin is 
utilized while the removal number gives the degree of the 
usefulness of the pin. 

E = q/hSTb 

Nr = q/vb2hTb 

where S the convective pin surface is equal to 

S = 2\ Trzdr = 2nbL\ y(£)dt = C2irbL (15) 

Substituting the expression of q from (4) into equations (13) 
and (14), we obtain 

E*=D*/C2u* (16) 

NrB
Vl=2'AD* (17) 

(10fl) 

(10ft) 

(10c) 

(11a) 

(lift) 

(lie) 

(12fl) 

(12ft) 

(12c) 

(13) 

(14) 

Since in practice Nr should exceed a certain number that is 
determined from economic considerations, equation (17) 
imposes certain limitations on B(b). However, ft is not a 
given parameter of the problem; therefore, we rearrange (17) 
to include q, V, or L that are specified by the problem. Using 
expressions (5) and (7), we obtain the relationships 

N*rq=NUhq)/(k2Tb) = 4ir(D*)4 (18a) 

N*rV = N5
r(h

3V)/k3=4irClu*(D*)5 (18ft) 

N*rL=Nr{hL)/k=u*D* (18c) 

For the pin profiles y = i", « = 0,1/2,1, and 2, the ex
pressions for the effectiveness are given in [1]; thus, with the 
aid of equation (16) (without the *) the derivative D(u) is 
determined for each profile. Using these relationships for 
D(u), that are shown in Table 1, we have used the trans
cendental equation (9) to obtain u* and consequently all the 
other optimum quantities. These results are also summarized 
in Table 1. Note that some of our constants for the profile 
with « = 0 differ from those reported in [3] because a volume 
Vp = (4/7r) V was used instead of V. 

Discussion and Conclusions 

We now employ the foregoing analysis to examine the 
influence of thermal conductivity and the profile of the op
timized pin upon its thermal performance. From the ex
pressions (10) we can conclude that for a given heat 
dissipation, the base radius and the volume of the pin are 
proportional to the one-third the power of the thermal 
conductivity, while the length is proportional to that quantity. 
We can also observe that the optimum volume is proportional 
to the five-thirds the power of the dissipated heat. In contrast, 
the optimum longitudinal and radial fins [4, 5, 6] have base 
thicknesses and volumes inversely proportional to the thermal 
conductivity, length (which depends only on the profile), and 
the optimum volume (proportional to the third power of the 
dissipated heat). For example, comparing three typical 
materials-copper, aluminum, and i ron- the ratio of the 
optimum volumes to that of the highest thermal conductivity 
(copper) in longitudinal fins [6] is 1:1.835:7.400 while in 
optimum pins this ratio becomes 1:1.224:1.945. Moreover, in 
longitudinal and radial fins, and eightfold increase in volume 
is required for doubling the heat dissipation, while in pins this 
can be achieved with approximately a threefold increase of the 
volume. One may readily arrive at other similar conclusions 

Profile 

n 

c. 
c2 

D 

Table 1 

Const, thickness 

0 

1 

1 

tanh u 

Optimum 

Parabolic 

1/2 

1/2 

2/3 

/,(4w/3) 

/o(4«/3) 

parameters of pin fins 

Triangular 

1 

1/3 

1/2 

/2(2u) 

/,(2u) 

Parabolic 

2 

1/5 

1/3 

2«/3 

l + l+(4« 2 /9 ) ' / ! 

D* 
u* 
E* 
b* 
L* 
V* 
b* u u 

L*u 
Qt 
bt 
Vt 
Qt 
Nm 

NrL-

0.7256 
0.9193 
0.7893 
0.4582 
0.4400 
0.2903 
0.7516 
0.6448 
2.1004 
2.3665 
17.5947 
11.7364 
3.4834 
2.3236 
0.6670 

0.6123 
1.1749 
0.7817 
0.5131 
0.5951 
0.2462 
0.8990 
0.7877 
2.3188 
1.4489 
3.2974 
4.7443 
1.7663 
1.2707 
0.7194 

0.5526 
1.4320 
0.7718 
0.5494 
0.7505 
0.2373 
0.9768 
1.0008 
2.3703 
0.7065 
0.9961 
2.3648 
1.1718 
0.9273 
0.7913 

0.5000 
2.0000 
0.7500 
0.5873 
1.0838 
0.2349 
1.0484 
1.4481 
2.3846 
0.5000 
0.1571 
0.7854 
0.7854 
0.7854 
1.0000 
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by inspection of the definitions (11) and (12); note, for
example, that in pins with restricted length (12), the high
thermal conductivity material has a favorable effect upon the
heat dissipation and volume where the above ratios may now
become 1:3.367: :54.760. The interesting point here is that the
influence of the material upon the optimum dimensions of the
pin depends on the problem's specifications.

Let us now turn our attention to the effect that the various
profiles have on the pin's thermal performance. In general,
the choice of an extended surface profile depends on many
factors, such as strength and fragility, cost of fabrication, etc.
The results presented in Table 1 are helpful in making
preliminary estimates. From the tabulated results, we can see
that when the heat dissipation or the volume is specified and
as the power of n increases, the pins become thicker at the
base, and longer, with small volumes or for fixed volume
dissipated more heat. Comparing the two extreme cases n = 0
with n = 2, we see that the constant thickness pin requires 24
percent more volume, or dissipates 88 percent of the heat,
than the one with parabolic profile. Also, in both cases the
triangular profile pin approximates very closely the one with
the parabolic profile, and since the former is easier to
fabricate, it appears to be the preferable one. In pins with
restricted length, as n increases the base radius volume and
heat dissipation decreases. However, the heat dissipation per
unit volume, QL*/Vt=(q/Tb)/(hL/k), increases from
0.6670 to 5.00 when n = 0 and 2, respectively. Therefore, in
this case, the use of parabolic profile spines, despite their
fragility, should be given serious consideration.

Finally, for the pins to be economically justified, NT must
be much larger than one; thus, the expressions (18) impose
certain restrictions on the quantities that specify the problem
q, V, or L. In addition, from the tabulated results, we observe
that the product 2 v, . D* is of the order of one; thus, by virtue
of (10), we conclude that B is of the order of I/NT 2 < < 1,
while from the aspect number, u=(L/b)J2B, and (17), we see
that L/b is of the order of NT > I. Therefore, the assumption
of one-dimensional conduction upon which we have based our
analysis seem to be well justified.
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flow field is an essential part of the experimental procedure.
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Fig. 1 Smoke generation 011 a flat vertical plate into an environment
with crosswinds

Fig. 2 Smoke generation off a flat vertical plate Into a calm en·
vironment

by either lllJecting smoke into the system or by generating
smoke within the system. Of the many techniques reported in
the literature [1, 2J the most common method for generating
smoke is by vaporizing paraffin oil either inside small
diameter electrically heated tubes, or off the surface of small
diameter electrically heated nichrome wires (smoke wire
techniques). The former method is generally employed for
system injection while the latter is for in situ generation.
However, both techniques have drawbacks and would
disqualify them for use in some experiments. In the first
place, injecting smoke into a system could distort the flow
field. Secondly, controlling the injection rate to avoid
saturation of the flow field with smoke can be. extremely
difficult. Moreover, injecting into a pressurized system is a
very complex task, and finally, placement of nichrome wires
for in situ smoke generation and/or coating them with
paraffin oil, after each test, may be totally impractical.

Some of the aforementioned drawbacks were encountered
by the author during a recent flow visualization experiment
when smoke from a commercial paraffin oil smoke generator
was injected into the test apparatus. Since flow visualization
was an essential part of the experiment, a technique for
generating smoke nonintrusively was developed. This
technique, which involves the sublimation of a chemical using
a laser beam, was verified by conducting a simple test and it
will be described in context of this verification test.

2 Smoke Generation Technique

The smoke generation technique was developed for in situ
nonintrusive applications and was verified with a simple
experiment where the target was a stationary flat vertical
plate. The test was conducted in the following manner,

The chemical compound that was sublimated was formed
by mixing finely ground ammonium chloride with Sudan
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by inspection of the definitions (11) and (12); note, for
example, that in pins with restricted length (12), the high
thermal conductivity material has a favorable effect upon the
heat dissipation and volume where the above ratios may now
become 1:3.367: :54.760. The interesting point here is that the
influence of the material upon the optimum dimensions of the
pin depends on the problem's specifications.

Let us now turn our attention to the effect that the various
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the choice of an extended surface profile depends on many
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The results presented in Table 1 are helpful in making
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that when the heat dissipation or the volume is specified and
as the power of n increases, the pins become thicker at the
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restricted length, as n increases the base radius volume and
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unit volume, QL*/Vt=(q/Tb)/(hL/k), increases from
0.6670 to 5.00 when n = 0 and 2, respectively. Therefore, in
this case, the use of parabolic profile spines, despite their
fragility, should be given serious consideration.

Finally, for the pins to be economically justified, NT must
be much larger than one; thus, the expressions (18) impose
certain restrictions on the quantities that specify the problem
q, V, or L. In addition, from the tabulated results, we observe
that the product 2 v, . D* is of the order of one; thus, by virtue
of (10), we conclude that B is of the order of I/NT 2 < < 1,
while from the aspect number, u=(L/b)J2B, and (17), we see
that L/b is of the order of NT > I. Therefore, the assumption
of one-dimensional conduction upon which we have based our
analysis seem to be well justified.
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Fig. 1 Smoke generation 011 a flat vertical plate into an environment
with crosswinds

Fig. 2 Smoke generation off a flat vertical plate Into a calm en·
vironment

by either lllJecting smoke into the system or by generating
smoke within the system. Of the many techniques reported in
the literature [1, 2J the most common method for generating
smoke is by vaporizing paraffin oil either inside small
diameter electrically heated tubes, or off the surface of small
diameter electrically heated nichrome wires (smoke wire
techniques). The former method is generally employed for
system injection while the latter is for in situ generation.
However, both techniques have drawbacks and would
disqualify them for use in some experiments. In the first
place, injecting smoke into a system could distort the flow
field. Secondly, controlling the injection rate to avoid
saturation of the flow field with smoke can be. extremely
difficult. Moreover, injecting into a pressurized system is a
very complex task, and finally, placement of nichrome wires
for in situ smoke generation and/or coating them with
paraffin oil, after each test, may be totally impractical.

Some of the aforementioned drawbacks were encountered
by the author during a recent flow visualization experiment
when smoke from a commercial paraffin oil smoke generator
was injected into the test apparatus. Since flow visualization
was an essential part of the experiment, a technique for
generating smoke nonintrusively was developed. This
technique, which involves the sublimation of a chemical using
a laser beam, was verified by conducting a simple test and it
will be described in context of this verification test.

2 Smoke Generation Technique

The smoke generation technique was developed for in situ
nonintrusive applications and was verified with a simple
experiment where the target was a stationary flat vertical
plate. The test was conducted in the following manner,

The chemical compound that was sublimated was formed
by mixing finely ground ammonium chloride with Sudan
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Black B (Fisher Scientific, Pittsburgh, Pa.), a biological stain, 
to make the mixture uniformly black in color. The stain was 
added to ammonium chloride to minimize reflection of the 
laser beam, or conversely, to maximize beam absorption. The 
mixture was then blended with Westinghouse epoxy varnish 
B-276 (Westinghouse Electric Corporation, Insulation 
Division, Manor, Pa.) to form a paste (with an air drying time 
of several hours). The mixture was then applied to the flat 
aluminum plate. A 5-W Spectra Physics Model 164 argon 
laser was used (because of its ready availability) to sublimate 
the mixture. In order to minimize laser power, a lens was used 
to focus the laser beam from 1.6 mm down to 1.0 mm. The 
actual power used to generate smoke was about 2 W. 

Smoke was generated off the surface by directing the laser 
beam onto the surface at low power (where it barely lases), 
positioning the lens for proper focusing of the beam and then 
increasing the power till dense smoke was generated. Figure 1 
is a photograph of smoke rising off the vertical plate into 
some crosswind while Fig. 2 shows smoke rising off the 
vertical plate into a relatively calm environment. The 
photographs and the description of the experimental 
procedure clearly illustrate the simplicity and effectiveness of 
the procedure. 

3 Conclusion 
A novel nonintrusive smoke generation technique for fluid 

flow visualization was developed and successfully tested. The 
technique is not only simple to apply, but is also inexpensive 
(assuming a laser is available) and extremely effective. 

The technique's significance lies in the fact that it can be 
used effectively to study boundary layer or bulk flow in 
devices where space restrictions will not permit the use of 
smoke wire techniques and/or where smoke injection will 
disturb the flow field. A typical example where this technique 
would be useful is in the study of convection patterns off 
tightly packaged electronic components. (For a totally en
closed system a small hole to permit the laser beam to enter 
the system could be used). 
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In Whitaker's analysis [8], he has assumed the solid phase to be opaque. If 
one extends his derivation for a solid phase that is non-opaque, one would 
obtain equation (1). 
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Black B (Fisher Scientific, Pittsburgh, Pa.), a biological stain, 
to make the mixture uniformly black in color. The stain was 
added to ammonium chloride to minimize reflection of the 
laser beam, or conversely, to maximize beam absorption. The 
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h = hot wall 
m = mean 

Superscript 

r = net 
+ = positive x-direction 
- = negative x-direction 

Introduction 

Earlier publications on heat transfer in vertical rectangular 
enclosures containing a porous medium have considered 
convection and conduction only and have neglected the effect 
of thermal radiation [1-5]. It has been found, however, that 
even under some of the most unexpected situations such as in 
fur [6] and building insulations [7], radiation heat transfer 
could account for a non-negligible amount of the total heat 
transfer. It is the objective of this work to study the role of 
thermal radiation in the overall heat transfer problem. 

Mathematical Formulation 

The geometry of the system under investigation is a two-
dimensional vertical rectangular enclosure. The top and 
bottom surfaces are insulated, and the left and right walls are 
isothermal. The enclosure is considered to be tall enough so 
that one-dimensional radiation exchange can be assumed to 
take place between the two vertical surfaces. It is further 
assumed that the fluid is nonparticipative in the radiative 
transfer process whereas the solid matrix emits, absorbs, and 
scatters thermal radiation. If only convection and conduction 
are considered, the continuity, momentum (Darcy's law) and 
energy equations have been well established [1, 2]. When 
radiation is also included in the analysis, the forms of the 
continuity and Darcy's equations remain the same, and they 
will not be repeated here. A derivation similar to that 
presented by Whitaker [8] for a two-phase porous medium 
can show that the energy equation takes the form4 

/ dT dT\ (32T 32T\ dqr 

. dx2 dy2 
dx 

(1) 

where u, v, T, and qr are all volumetric averaged quantities. 
The two-flux model will be employed to govern the radiative 
transport process. It is 

dq + 

dx 

dqr_ 
dx 

-2aaq
+ -2asbq+ + 2aaeb+2asbq (2a) 

= -2aaq~ -2osbq~ +2oaeb + 2asbq + (2b) 

Equation (2) is a simplified form of the equation of transfer 
that governs the intensity traversing a participating medium. 
The equation of transfer is derived from a macroscopic 
consideration of the interaction between the radiation field 
and a unit volume characterized by its volumetric averaged 
radiation properties [9]. Implicit in the equation of transfer, 
and hence the two-flux model, is that the dependent variables 
are volumetric-averaged quantities as well. Therefore the 
present formulation is consistent in the sense that both 
equations (1) and (2) are in terms of volumetric-averaged 
variables. Typical values of aa, as, and b for fiberglass in
sulations can be found in the literature [7]. The coupling 
between equations (1) and (2) is provided by 

qr = q+-q- (3) 

We invoke the Boussinesq approximation and rewrite the 
continuity [1, 2], Darcy's law [1, 2] and equations (1) and (2) 
in the following dimensionless form in terms of the stream 
function 
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(4) 

(5) 

(6a) 

(6b) 

In arriving at equation (4), a temperature-dependent viscosity 
of the following form has been assumed 

M (7) 

Thus, the analysis will also allow us to examine the relative 
effects of thermal radiation and a variable viscosity. The 
boundary conditions for the present problem are 

T, =0: 0 = 1 , ^ = 0, Q + = e * / 4 + d - « * )Q~ 

Tx = Tox:6 = 0,i, = 0,Q-=tc<l>//4 + (l~ec.)Q
+ 

(8) 

(9) 

36 
= 0 : — - = 0 , ^ = 0 

dy 

--Arn = 0 ,^ = 0 

(10) 

(11) 

The vertical walls have been assumed to be diffusely emitting 
and reflecting in writing the radiation boundary conditions as 
appeared in equations (8) and (9). 

Method of Solution 

The detailed procedure of the solution method has been 
presented in the ASME Paper No. 82-HT-50 under the same 
title of the present work. Basically, analytical expressions for 
Q+ and Q were obtained by solving equations (6a) and (6b) 
with the method of variation of parameters. The expressions 
were in terms of an arbitrary temperature distribution, 4>. 
Hence, once </> (or equivalently 6) was specified, Q+ and Q~ 
could be computed. The net radiant heat flux, Q, in turn 
could be determined from a relation obtained by re-expressing 
equation (3) in dimensionless form. With Qr available, 
equations (4) and (5) could be solved numerically. 

The enclosure was divided to a M X N grid, and equations 
(4) and (5) were discretized using a central-difference scheme. 
At the boundaries, one-sided three-point difference was 
employed so that the order of numerical error was kept 
compatible with the central-difference equations. The 
procedure involved assuming initial values for 6 and \p, 
determining Qr, and computing new 6 and \p. The procedure 
was repeated until convergence (variation less than 0.01 
percent) for both 6 and \j/ has been achieved at all grid points. 
Notice that 6 in equations (4) and (5) and 4> in equation (6) are 
related by 

0 = 0 ( 1 - 0 C ) + 0 C (12) 

Since 6 is a two-dimensional function of TX and ry, <f> should 
also depend on both TX and rr. But to be consistent with the 
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Fig. 1 The flow field and temperature distribution for constant 
viscosity: (a) streamlines; (b) isotherms, ( convection and con
duction for Ra0 = 100, A = 10, 70X = 5; radiation, convection, and 
conduction for Ra0 = 100, A = 10, rox = 5, N = 0.5, b = o> = 0.5, eh = ec = 1 
and <j>c = 0.5) 

OPTICAL THICKNESS, T Q X 

Fig. 2 Nusselt number for simultaneous radiation, convection, and 
conduction heat transfer with a constant viscosity (A = 10, b = w = 0.5, 
eh = £C = 1 and i/.c = 0.5) 

one-dimensional radiation model, it was necessary to treat 4> 
as a function of TX only. This was achieved in the numerical 
computation by taking the arithmetic mean of all the d's in the 

0 0.5 

SINGLE SCATTERING ALBEDO, o) 

Fig. 3 
(4 = 10, 

Influence of th, ic, b and a on Nu with a constant viscosity 
N = 0.5, rox = 1 and 0C = 0.5) 

j-direction at any given Ar-position, and calculating cj> based on 
the mean 8. 

Results and Discussion 

Shown in Fig. 1 are some results to illustrate the change in 
the flow field and temperature distribution due to the in 
fluence of thermal radiation. It is seen in Fig. 1(a) that the 
streamlines cease to be centro-symmetrical and change in such 
a way that the mass flux is decreased along the left wall and 
increased along the right wall. Thus one might expect that the 
convective heat flux at the left and right walls would be 
decreased and increased, respectively. This is indeed affirmed 
by the fact that the temperature gradient in the horizontal 
direction has become smaller near the left wall and larger near 
the right wall as revealed in Fig. 1(b). 

Figure 2 depicts Nu as a function of TOX for two different 
Ra„ and various TV. The definition of Nu is 

NU: 
L A Jo 

oy dd , 

N^ \rx 
(13) 

As TV — co, Nu is independent of TOX. This is intuitively ex
pected since rox is a radiation parameter and in the limit TV — 
co thermal radiation plays an insignificant role in the total 
heat transfer. As N decreases, the influence of radiation 
becomes more important. In the optically thin limit (jox < < 
1), however, the radiation contribution again becomes small. 
Because a higher Ra0 would cause stronger fluid motion, Nu 
is higher for Ra0 = 100 than for Ra0 = 50. It is clear that 
thermal radiation can be safely neglected only when TV — °° 
and/or TOX < < 1. 

The results in Fig. 3 demonstrate the effect of changing th, 
ec, b and co. A surface with unity emissivity is a perfect emitter 
and has the highest radiant heat flux among other surfaces 
with smaller emissivities. This is reflected in Nu where the 
values for th = ec = 1 are larger than those for eh = ec = 
0.5. The value of Nu is smaller for larger b owing to the fact 
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MODIFIED RAYLEIGH NUMBER 

Fig. 4 Simultaneous radiation, convection, and conduction heat 
transfer with a variable viscosity {A = 10, TOX = 1, b = a = 0.5, th = tc = 1, 
<6 = 0.5anda„ = 0 f o r n > 2) 

that a larger fraction of the scattered radiant energy is 
directed in the backward direction. The single scattering 
albedo, o, has values of zero and one for pure absorbing and 
pure scattering media, respectively. In general, increasing « 
reduces Nu because the radiant heat flux is reduced. But for 
some cases (e.g., th — ec = 1 and b = 0.2) Nu increases with 
a) instead. This phenomenon has also been observed by Yuen 
and Wong [10] in their study of conduction and radiation heat 
transfer in participating media, and they have provided a 
detailed explanation which will not be repeated here. 

Figure 4 illustrates the general dependence on a temperature 
dependent viscosity with a„ = 0 for n > 2. A viscosity with a 
positive #1 decreases as the temperature increases. With Ra„ 
defined in terms of the viscosity at the cold wall, such a 
viscosity allows the fluid to flow more easily as compared to 
the case of ax = 0 (constant viscosity). Thus, positive a / s 
yield higher Nu. Similar argument would lead to lower Nu for 
negative a^s. It is obvious that as ax — oo, Nu is in
dependent of Ra0 because the resistance force is too large to 
allow the fluid to flow. Note that the dash lines for a, > 0 and 
the solid line for Oj = 0 cross over at certain Ra0. The dash 
and solid lines correspond to TV — oo and TV = 0.5, respec
tively. As the results for TV — oo correspond to those for no 
radiation, the results in the figure indicate that at Ra0 lower 
than the cross over point (COP) the error incurred by 
neglecting thermal radiation is larger than that caused by 
neglecting the variable viscosity effect and the reverse is true 
beyond the COP. For example, assume the parameters for a 
system are as shown in the caption of Fig. 4 and in addition 
Ra0 = 40, TV = 0.5 and a, = 1. The correct Nu is 1.55 and 
the COP is at Ra0 = 58. If the variable viscosity effect is 
neglected, Nu becomes 1.40, and if the variable viscosity 
effect is considered but the contribution of radiation is 
neglected, Nu is 1.32. This suggests that below the COP, if 
one is concerned with the variable viscosity effect, one should 
also take into consideration the role of thermal radiation. 
Similarly, a statement with the opposite account can be made 
when Ra0 is beyond the COP. As RaD — 0, the fluid becomes 
stagnant and Nu is independent of a{. Also in this limit, when 
conduction dominates over thermal radiation (TV — oo) Nu — 
1 which is the correct value for pure conduction heat transfer. 

The trend of larger Nu with increasing Ra0 is consistent with 
our earlier discussion. 

Conclusions 

The problem of simultaneous radiation, convection, and 
conduction heat transfer in vertical enclosure filled with a 
porous medium has been studied numerically. The analysis 
considered the effects of emission, and absorption, as well as 
scattering of thermal radiation by the porous structure. It was 
found that both thermal radiation and a temperature-
dependent viscosity could have appreciable effects on the 
overall heat transfer process. Their relative importance 
depends on the values of the independent parameters. When 
the fluid viscosity decreases with increasing temperature, 
neglecting thermal radiation causes a larger error than 
neglecting the variable viscosity effect if Ra0 is below a 
certain value; this relationship is reversed when Ra0 is above 
that certain value. The flow pattern ceases to be centro-
symmetrical under the influence of thermal radiation, and its 
contribution to the total heat transfer can be safely neglected 
only in the limits of TOX < < 1 and/or TV — oo. 
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Expressions for the Specific Heat Flux to a Cylinder in a 
Thermal Plasma Crossflow 
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= specific heat at constant pressure 
= diameter of cylinder 
= dimensionless stream function 
= specific enthalpy 
= Prandtl number 
= local specific heat flux 
= average specific heat flux 
= Reynolds number 
= dimensionless specific enthalpy, 

S= ( / ! / / !„)- 1 
= x- and /-direction components of 

velocity 
= coordinates along surface and normal 

to it 
= dimensionless coordinates defined in 

equation (8) 
= thermal conductivity 
= "wedge variable" defined in equation 

(14) 
= viscosity 
= density 
= angle measured from frontal 

stagnation point 
= stream function 

Subscripts 
w = wall 
oo = free flow 

Introduction 
Although a number of experimental investigations on heat 

transfer of a cylinder immersed in a thermal plasma crossflow 
have been reported, few analytical studies can be found in the 
literature. Analytical expressions of the specific heat flux on 
the cylinder surface or average over its circumference are of 
interest in many applications (for example, the use of a 
cylindrical probe in plasma diagnostics). In a previous paper 
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[1], such analytical expressions were obtained based on a 
combined analytical/numerical study for an argon plasma. In 
this note, these results will be extended to include Ar-H2 

(mole ratio of mixture 1:4) plasma and N2 plasma, and a 
more realistic boundary condition at the cylinder surface will 
be employed in the present analysis. 

Problem Description 

The assumptions employed are: the flow across the cylinder 
is a steady, two-dimensional and dense plasma with uniform 
temperature and velocity; the Mach number is small, but the 
Reynolds number is high so that the boundary layer ap
proximation can be employed; buoyancy force and radiation 
loss are negligible. 

Thus, the governing equations can be written in orthogonal 
curvilinear (x,y) coordinates as follows 

d(pu) d(pv) 

dx dy 
(1) 

/ 9 M du\ diti d / du\ 

V dx dy) °° dx dy\dy/ 

( dh dh\ 9 / K dh\ 
P\UYx+VYy) = Ty\^pTy) 

with boundary conditions 

y = 0, u = v = 0, h = hw 

/—oo, u = uu h = h„ 

(2) 

(3) 

(4) 

(5) 

The velocity component in the x-direction at the outer edge 
of the boundary layer, ux, is given by the potential flow 
relation 

«! =2»«coSin(2jr/rf0) (6) 

Equations (1-3) with boundary conditions (4) and (5) and 
relation (6) are used for the computation by a general-purpose 
program for boundary layer flows. 

Analytical Treatment 

The following additional assumptions are used in the 
analysis 

ph = pah„ = const. (7a) 

PM = Poo Moo = const. (lb) 

P(K/CP) =POO(/COO/CPOO) = const. 

orPr = (^C /,//c)=Prco (7c) 

By transforming into the following dimensionless (£,rf) 
coordinate system [1,2] 

Ho(w^)|; ' = ( ^ T ) (M^)1O(£) 
and introducing the stream function 

* ( * J 0 = ua,d0(2£/Rea.)"Ftt,rl) 

the governing equations (1-3) become 

,d(F',F) 

dy 

dn 
(8) 

(9) 

F'" +FF" + A[l + S- (F')2\ = 2£ 

S " + P r „ F S ' = 2 £ P r „ 

d(i,V) 

d(S,F) 

(10) 

(ID 
9(U) 

with boundary conditions 

V = 0, F=F'=0, S=Sw=(h„/ha,)-l (12) 

, - o o , F ' = l, S = 0 (13) 

where the primes denote differentiation with respect to -q while 
d(F',F)/d(tv) and d(S,F)/d(%,r)) are the Jacobians. A is the 
"wedge variable" defined by 
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interest in many applications (for example, the use of a 
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[1], such analytical expressions were obtained based on a 
combined analytical/numerical study for an argon plasma. In 
this note, these results will be extended to include Ar-H2 

(mole ratio of mixture 1:4) plasma and N2 plasma, and a 
more realistic boundary condition at the cylinder surface will 
be employed in the present analysis. 

Problem Description 

The assumptions employed are: the flow across the cylinder 
is a steady, two-dimensional and dense plasma with uniform 
temperature and velocity; the Mach number is small, but the 
Reynolds number is high so that the boundary layer ap
proximation can be employed; buoyancy force and radiation 
loss are negligible. 

Thus, the governing equations can be written in orthogonal 
curvilinear (x,y) coordinates as follows 

d(pu) d(pv) 

dx dy 
(1) 
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with boundary conditions 

y = 0, u = v = 0, h = hw 

/—oo, u = uu h = h„ 

(2) 

(3) 

(4) 

(5) 

The velocity component in the x-direction at the outer edge 
of the boundary layer, ux, is given by the potential flow 
relation 

«! =2»«coSin(2jr/rf0) (6) 

Equations (1-3) with boundary conditions (4) and (5) and 
relation (6) are used for the computation by a general-purpose 
program for boundary layer flows. 

Analytical Treatment 

The following additional assumptions are used in the 
analysis 

ph = pah„ = const. (7a) 

PM = Poo Moo = const. (lb) 

P(K/CP) =POO(/COO/CPOO) = const. 

orPr = (^C /,//c)=Prco (7c) 

By transforming into the following dimensionless (£,rf) 
coordinate system [1,2] 

Ho(w^)|; ' = ( ^ T ) (M^)1O(£) 
and introducing the stream function 
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A = 
2£ dux <f,r £?(«,/«„) fifr 

(14) 
M, d£ V M, / d(x/d0) io\Uo0/do 

The solutions of equations (10) and (11) can be expressed as 
[2,3] 

S ( f , i j ) = S 0 ( € , i ? ) + 2 ^ S , ( A , i , ) + . . 

(15) 

(16) 

Upon substituting (15) and (16) into (10) and (11) and 
equating coefficients, we obtain the equations for the zero-
order terms F0 and S0 as 

F?+F0FS + A[l + S0 - {F'0)
2] = 0 

with boundary conditions 

i; = 0, F o =F^=0 , S0 = (hw/ha,)-

1,-00, ^ = 1, S o = 0 

(17) 

(18) 

(19) 

(20) 

where the boundary condition for S0 in (19) is in a more 
general form than that in [1]. We shall limit our discussion to 
the zero-order terms although the equations and 
corresponding boundary conditions for higher order terms 
can be readily obtained by means of a method similar to that 
used in [3]. Good accuracy may still be obtained for 
predicting the heat flux, as we shall see later on. 

The coupled ordinary differential equations (17) and (18) 
with boundary conditions (19) and (20) are easily solved by 
the Runge-Kutta-Gill method. Calculated results may be 
expressed approximately as 

(S^) w =0.507 Pr£4 I A + 0.927(l - A) 

.[1 +0.034(1 -P r„>J} . [ l - ( ^ - ) U 4 ] (21) 

for the following parameter range 

Pr o o =(0.1-1 .0) , A = (0.0-1.0), 

(/*„//*») = (0.0-0.4) 

If the local specific heat flux due to enthalpy difference is 
denoted by q, then 

= (—dJl\ =( — ) (h°°) /Re°° ( "' \(' 'dS\ 

. drj / w 

For a cylinder, we have £ = 1 -cosy from equations (6) and 
(8). By expressing (dS/drj)„=• (S'0) „ and (K/CP ) „ = ^ / P r , , , , 
we obtain 

, = 1 . 0 1 4 ^ ( " - ^ ) a 5 p r - c o s ( | ) 

• (A + 0 .927( l -A) . [1+0.034(1-Pr„)] l 

•[-(£)'"] 
Because the boundary layer approximation is not applicable 

to the separated region along the rear half of a cylinder, the 
average value of the specific heat flux around the whole 
cylinder cannot be directly obtained, although the average 
over its front half may be readily calculated from equation 
(22). However, considering the experimental fact that ap
proximately 3/4 of. the total heat flux entering the cylinder is 
concentrated at the front half [4], we can express the cir-
cumferentially averaged specific heat flux, q, as 

•"•"•-("-^r^-i'-Gfn *> 
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Fig. 1 Correction factors for three types of thermal plasmas as func
tions of the oncoming plasma temperature 
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Fig. 2 Comparisons of experimental data [4] with computational, 
analytical, and corrected analytical results (argon plasma parameters: 
T„ = 13240K, u„ , = 230 m/s, d 0 = 1.2 mm) 

Comparisons with Computational and Experimental Results 
It is seen from equations (22) and (23) that the local specific 

heat flux and hence its circumferentially averaged value, are 
proportional to the square root of the oncoming velocity, u„, 
and inversely proportional to the square root of the cylinder 
diameter. These results are consistent with those by com
putation including actual plasma properties (same with those 
used in [5]). Sample computational results were given in [1] 
for an argon plasma, and similar results are obtained also for 
Ar-H2 (mole ratio 1:4) and N2 plasmas. Thus, the only 
parameter left in this study is the temperature of the on
coming plasma flow. The simplified analytical solution needs 
a correction in order to obtain results consistent with com
putational ones based on actual plasma properties. The 
computational study shows that we can introduce a correction 
factor for the expressions of specific heat flux (22) and (23), 
and that the factor only depends on the oncoming tem
perature, regardless of the oncoming velocity, the cylinder 
diameter, or the angular location on the surface of the front 
part of the cylinder. The temperature-dependent correction 
factors for three types of thermal plasmas (Ar, Ar-H2 and N2) 
are shown in Fig. 1. These values for the correction factor are 
obtained by comparisons of the simplified analytical results 
with corresponding computational data for various com
binations of the oncoming plasma temperature, velocity, and 
cylinder diameter. Equations (22) and (23) should include the 
correction factor as shown in Fig. 1 for practical applications. 

The computational and analytical results for argon plasma 
are compared with those of an experimental study in Fig. 2. 
The experimental data are taken from [4]. Specific heat fluxes 
shown in Fig. 2 are those obtained after subtracting the part 
due to the current contribution from the experimental heat 
fluxes [1]. 
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Fig. 3 Ratios of the computational heat flux to that by the analytical 
solution. All three assumptions (7a-7c) are used in the analytical 
solution. The following properties are used for the computation: 1 -
actual properties of argon; 2-assumptions (7a) and (7c), actual ;<; 3 -
assumptions (7b) and (7c), actual p; 4-assumptions (7a) and (7b), 
actual dCp; 5 - assumptions (7a-7c). 

An examination of Fig. 2 shows that: (;') although the 
analytical solution underestimates the heat fluxes for this 
particular case, it agrees well with the computational result 
after a constant correction factor has been included; (if) the 
computational results are in general agreement with ex
perimental data despite the use of the boundary layer ap
proximation and the potential outer flow relation (6). When 
one uses Hiemenz's empirical relation (see [2], p. 473) instead 
of the potential outer flow relation, agreement between the 
experimental data and computational results gets worse. This 
is believed to occur because this empirical relation was ob
tained for a much higher Reynolds number (Re„ = 1.8 x 104). 

Discussion on the Correction Factor 
The main reason for the introduction of the correction 

factor is that actual properties of a thermal plasma usually do 
not satisfy perfectly the relations (la-lc) used for the 
analytical solution. According to assumptions (la-lc), the 
combinations of properties (ph), (pn/Cp), and (pfi) should 
assume constant values everywhere within the boundary layer, 
but it is not the case. We always underestimate or 
overestimate their values, more or less, in the analytical 
solution. The temperature-dependent correction factor is a 
complicated summation of effects of all the three assump
tions. In [1], we discussed the physical significance of the 
correction factor in this way based on argon plasma 
properties. A similar discussion can also be performed for the 
Ar-H2 plasma or the N2 plasma, if it is needed. 

In order to clarify further the physical implication of the 
correction factor, some computational results are shown in 
Fig. 3 for an argon plasma. In this figure, Curve 1 represents 
the computational heat flux including actual properties to that 
predicted by the simplified analytical solution. In other 
words, it shows the correction factor as a function of plasma 
temperature. Assumptions (7a) and (7c), (76) and (7c), and 
(la) and (lb) were used with the numerical solutions for Curve 
2, 3, and 4, respectively, and all three assumptions were used 
in the analytical solution. Therefore, Curves 2-4 represent the 
effects only due to assumptions (lb), (la), and (7c), respec
tively. An examination of these curves shows that when the 
temperature is below 9000 K for argon plasma, assumptions 
(7«-7c)'are all good enough so that only a few percent error 
would be introduced by any of them. For a higher tem
perature, assumption (la) is still good enough, but assump
tion (lb) or (7c) would introduce a pronounced error into the 
analytical solution, although the two assumptions affect in 
opposite directions. For Curve 5, all three assumptions 
(la-lc) are used for both computation and analysis. Hence, 
the ratio of the heat fluxes reflects the error introduced due to 

using only zero-order terms of the series solutions (15) and 
(16) in the analytical solution. Curve 5 always assumes a value 
of approximately 1.0 within the range of the plasma tem
perature. This fact shows the approximate treatment in the 
analysis (only using zero-order terms) is not an important 
source of error. 
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Introduction 
It is well known that thermal buoyancy forces play a 

significant role in forced convection heat transfer when the 
flow velocity is relatively small and the temperature difference 
between the surface and the free stream is relatively large. 
Analytical studies of mixed convection in laminar boundary 
layer flow have been conducted for vertical, horizontal, and 
inclined flat plates (see, for example, [1-4]). In these studies, 
various solution methods have been used but the convergence 
of these solutions becomes increasingly difficult as the 
buoyancy parameter increases. For that reason, available 
results are limited to only low values of that parameter. It is 
clear from previous studies that the available results for 
horizontal plates are limited to small values of the buoyancy 
parameter. This fact motivated the present study to provide 
results for mixed convection over heated horizontal plates for 
the entire range of the buoyancy parameter from pure forced 
to pure free convection. 

Analysis 
The problem of laminar mixed convection flow over a 

heated isothermal, semi-infinite horizontal flat plate was 
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Fig. 3 Ratios of the computational heat flux to that by the analytical 
solution. All three assumptions (7a-7c) are used in the analytical 
solution. The following properties are used for the computation: 1 -
actual properties of argon; 2-assumptions (7a) and (7c), actual ;<; 3 -
assumptions (7b) and (7c), actual p; 4-assumptions (7a) and (7b), 
actual dCp; 5 - assumptions (7a-7c). 

An examination of Fig. 2 shows that: (;') although the 
analytical solution underestimates the heat fluxes for this 
particular case, it agrees well with the computational result 
after a constant correction factor has been included; (if) the 
computational results are in general agreement with ex
perimental data despite the use of the boundary layer ap
proximation and the potential outer flow relation (6). When 
one uses Hiemenz's empirical relation (see [2], p. 473) instead 
of the potential outer flow relation, agreement between the 
experimental data and computational results gets worse. This 
is believed to occur because this empirical relation was ob
tained for a much higher Reynolds number (Re„ = 1.8 x 104). 

Discussion on the Correction Factor 
The main reason for the introduction of the correction 

factor is that actual properties of a thermal plasma usually do 
not satisfy perfectly the relations (la-lc) used for the 
analytical solution. According to assumptions (la-lc), the 
combinations of properties (ph), (pn/Cp), and (pfi) should 
assume constant values everywhere within the boundary layer, 
but it is not the case. We always underestimate or 
overestimate their values, more or less, in the analytical 
solution. The temperature-dependent correction factor is a 
complicated summation of effects of all the three assump
tions. In [1], we discussed the physical significance of the 
correction factor in this way based on argon plasma 
properties. A similar discussion can also be performed for the 
Ar-H2 plasma or the N2 plasma, if it is needed. 

In order to clarify further the physical implication of the 
correction factor, some computational results are shown in 
Fig. 3 for an argon plasma. In this figure, Curve 1 represents 
the computational heat flux including actual properties to that 
predicted by the simplified analytical solution. In other 
words, it shows the correction factor as a function of plasma 
temperature. Assumptions (7a) and (7c), (76) and (7c), and 
(la) and (lb) were used with the numerical solutions for Curve 
2, 3, and 4, respectively, and all three assumptions were used 
in the analytical solution. Therefore, Curves 2-4 represent the 
effects only due to assumptions (lb), (la), and (7c), respec
tively. An examination of these curves shows that when the 
temperature is below 9000 K for argon plasma, assumptions 
(7«-7c)'are all good enough so that only a few percent error 
would be introduced by any of them. For a higher tem
perature, assumption (la) is still good enough, but assump
tion (lb) or (7c) would introduce a pronounced error into the 
analytical solution, although the two assumptions affect in 
opposite directions. For Curve 5, all three assumptions 
(la-lc) are used for both computation and analysis. Hence, 
the ratio of the heat fluxes reflects the error introduced due to 

using only zero-order terms of the series solutions (15) and 
(16) in the analytical solution. Curve 5 always assumes a value 
of approximately 1.0 within the range of the plasma tem
perature. This fact shows the approximate treatment in the 
analysis (only using zero-order terms) is not an important 
source of error. 
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recently studied by Chen et al. [2]. In that study the effects of 
buoyancy force on forced convection were analyzed. The 
boundary layer equations (given by equations (1-4) in [2]) 
were transformed from the (x, y) coordinates to the (£(*), 
V (x, y)) coordinates by introducing 

£ = Grx/Rex
5/2, r j=Ww»/w (1) 

along with a reduced stream function F(£, if) and a dimen-
sionless temperature 0(£, -q) defined, respectively, as 

i>(x,y) (T-T^) 

\VU„X (Iw — lao) 

where Rev and Grx are local Reynolds and Grashof numbers 
respectively, and \p{x, y) is the stream function. The trans
formed equations are given by [2]. 

F"" + - (FF'" +F'F")+ - W 
2 ' 2 

1 , 30 1 / 8F" dF \ 
- ~ £ 2 =-t(F' F'" I (3) 

2 ? 3£ 2 ? \ 3£ 3£ / w 

1 1 1 / 30 dF \ 
— 6" + -F6' = -Z(F' 0' (4) 
Pr 2 2q\ 3£ 3£ ) ' 

F'(H,0)=F(Z,0) = 0, 0(£,O) = 1 (5a) 

F ' « , o o ) = l i 0(£,oo) = O (5c) 

In the foregoing equations, the primes denote partial dif
ferentiation with respect to r/. 

The primary physical quantities of interest are the local 
Nusselt number, Nu^, the local friction factor, Cf, the 
velocity distribution u/u„ = F'(£,tj), and the temperature 
distribution 0(£, 1?). The first two quantities can be expressed, 
respectively, by 

N u x / V R e > - 0 ' « , O ) , C7VRe; = 2F"(£,0) (6) 

A finite difference solution scheme, which is a modified 
version of that developed by Keller and Cebeci [5], was used 
to solve equations (3-5). The use of this solution scheme, 
which has been successfully employed in [3, 4], provided a 
solution over a wide range of buoyancy parameter 
0 < £ ( x ) < 1 0 . The convergence of this solution method 
becomes somewhat difficult when £ > 10. 

To examine the effects of forced flow on free convection, it 
is convenient to transform the governing equations (equations 
(1-4) of [2]) from (x, y) coordinates to the £,(*) and ^ ( x , y) 
coordinates by introducing 

v / Gr \ 1/5 

£[(x) = Rex
i/2/Grxy V](x,y)=^(^) (7) 

The parameter, ^ (x) , is designated as a forced convection 
parameter, and it is equivalent to the inverse of the buoyancy 
parameter,Ji(x). The reduced stream function F^i^, -q^) is 
defined as 

plt ^ h(x,y) (Grx\-^ 

wherein \j/\(x,y) is the stream function. Using these variables 
along with 0, = (T- T00)/(TW - T„) the governing equations 
can be transformed into 

2 1 30 
F;'"+W,F{" +F[F'{+ — rnBi + , £ i T ™ 

5 2 d£, 
5 T 9F, dF!' 1 

= y4F '"iir-^J • (9) 

^r+3^=4^|^|L] (10) 

*•,'«, ,0) = 0, 3Fi(£l,0)- 4 f i | p - (fi.0) = 0, 
2 3£, 

O.«i,0) = l (11) 

J Pi ' « 1 , ° ° )=^ 7 5? , 2 / 5 , O i« i ,« ) = 0 (12) 

It should be noted that the forced flow effects come into the 
problem through the boundary conditions F,'(£!,<»). In 
addition, the finite difference solution scheme which was used 
to solve equations (3-5) is not suitable for solving the above 
set of equations, because ^ (x) is inversely proportional to the 
square root of x. For that reason equations (9-13) were solved 
in this study by the local nonsimilarity and the local similarity 
methods. 

The local wall shear stress and the local Nusselt number for 
the free convection dominated case have the following ex
pressions. 

TW = 5(^/x2)(Gr,/5)3/5
JF1"(£1,0) (14) 

^ux = -(Grx/5y/5e;(^fi) (is) 
The solutions of the two systems of equations, buoyancy 
effects on forced convection and forced flow effects on free 
convection as described above, provide results for heat 
transfer over the entire regime of mixed forced and free 
convection. 

Results and Discussion 

Numerical computations were carried out for fluids having 
Prandtl numbers of 0.01, 0.1, 0.7, 7, 50, and 100 over the 
entire regime of mixed forced and free convection. The effects 
of buoyancy force on forced convection was determined by 
solving equations (3-5), and the effects of forced flow on free 
convection was determined by solving equations (9-13). 
Results are summarized in Table 1 and Table 2 and they can 
be compared on the basis of the following relationships 

/ £ \ 1/5 1 
Vi = (j) V, « i = y (16) 

F"(£,0) 

fll'«l,0)=(y)'/V($,0) (18) 

The local Nusselt numbers are presented in Fig. 1 as a 
function of the buoyancy parameter for various Prandtl 
numbers. The figure contains straight dashed lines and 
straight solid-dashed lines that represent, respectively, the 
results for pure forced and pure free convection flows. The 
solid lines correspond to the mixed forced and free convection 
results, and they asymptotically approach the pure forced 
(£ = 0) and pure free (^ =0) convection regimes. For all 
values of buoyancy parameters, the Nusselt numbers for the 
mixed forced and free convection regime are higher than what 
would be in either of the pure forced or pure free convection 
regime. Significant deviations from the pure forced con
vection results become apparent at lower values of the 
buoyancy parameter £ for fluids having lower Prandtl 
numbers. On the other hand, significant deviations from the 
pure free convection results become apparent at higher values 
of the buoyancy parameter £ (or lower values of the forced 
flow parameter ^ ) for fluids having a larger Prandtl number. 
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Pr = 0.01 

Table 1 Results for jP,"(f,,0) and -#,'(f,,0) 

Pr = 0.1 Pr = 0.7 Pr = 7 Pr = 50 

A\ = Ffe\,0),B\ -»i '«i .O) 

Table 2 Results for F"(£,0) and -0'(£,O) 

Pr=100 

£l 
0.000 
0.005 
0.010 
0.025 
0.050 
0.075 
0.100 

At 
2.2964 
2.2934 
2.2902 
2.2826 
2.2747 
2.2692 
2.2666 

Bf 
.1181 
.1189 
.1191 
.1195 
.1199 
.1202 
.1204 

At 
1.0659 
1.0571 
1.0544 
1.0501 
1.0466 
1.0445 
1.0422 

Bt 
.2708 
.2724 
.2729 
.2740 
.2757 
.2758 
.2766 

At 
.5192 
.5180 
.5181 
.5188 
.5200 
.5209 
.5223 

Bt 
.4892 
.4935 
.4949 
.4978 
.5009 
.5028 
.5050 

At 
.2185 
.2227 
.2245 
.2288 
.2337 
.2368 
.2407 

Bt 
.8681 
.8833 
.8891 
.9007 
.9133 
.9206 
.9295 

At 
.1028 
.1083 
.1108 
.1147 
.1237 
.1282 
.1337 

Bt 
1.3324 
1.3830 
1.4026 
1.4316 
1.4879 
1.5132 
1.5432 

At 
.0787 
.0826 
.0841 
.0867 
.0902 
.0948 
.0975 

»* 
1.5431 
1.5991 
1.6174 
1.6475 
1.6846 
1.7276 
1.7517 

k 
0.000 
0.005 
0.010 
0.025 
0.050 
0.075 
0.100 
0.200 
0.300 
0.400 
0.500 
0.750 
1.000 
2.000 
3.000 
4.000 
5.000 
6.000 
7.000 
8.000 
10.000 

Pr = 0.01 

A* 
.3321 
.4023 
.4646 
.6244 
.8417 
1.0264 
1.1912 
1.7289 
2.1891 
2.5860 
2.9464 
3.7406 
4.4370 
6.7032 
8.2457 
9.8282 
11.2598 
12.5816 
13.8188 
14.9870 
17.1776 

B* 
.0516 
.0531 
.0543 
.0571 
.0606 
.0632 
.0653 
.0713 
.0758 
.0792 
.0821 
.0877 
.0921 
.1039 
.1100 
.1162 
.1212 
.1255 
.1292 
.1326 
.1383 

Pr = 

A* 
.3321 
.3549 
.3766 
.4359 
.5223 
.5987 
.6683 
.9053 
1.1044 
1.2808 
1.4416 
1.7978 
2.1114 
3.1297 
3.9687 
4.8362 
5.3588 
5.9683 
6.5757 
7.0761 
7.8987 

0.1 

B* 
.1450 
.1418 
.1435 
.1477 
.1534 
.1580 
.1618 
.1738 
.1825 
.1895 
.1954 
.2073 
.2166 
.2414 
.2586 
.2673 
.2828 
.2923 
.3014 
.3080 
.3177 

Pr = 

A* 
.3321 
.3405 
.3488 
.3723 
.4085 
.4414 
.4725 
.5811 
.6747 
.7586 
.8357 
1.0059 
1.1587 
1.6565 
2.0632 
2.4198 
2.7433 
3.0422 
3.3179 
3.5787 
4.0417 

0.7 

B* 
.2927 
.2944 
.2961 
.3007 
.3076 
.3134 
.3187 
.3359 
.3493 
.3603 
.3698 
.3891 
.4049 
.4483 
.4782 
.5014 
.5207 
.5373 
.5582 
.5649 
.5873 

Pr 

A* 
.3321 
.3344 
.3368 
.3437 
.3549 
.3655 
.3758 
.4141 
.4488 
.4809 
.5099 
.5744 
.6414 
.8476 
1.0177 
1.1675 
1.3031 
1.4341 
1.5509 
1.6616 
1.8683 

= 7 

B* 
.6459 
.6472 
.6485 
.6520 
.6576 
.6629 
.6679 
.6858 
.7012 
.7148 
.7274 
.7511 
.7758 
.8425 
.8903 
.9282 
.9602 
.9868 
1.0114 
1.0336 
1.0725 

Pr = 

A* 
.3321 
.3328 
.3335 
.3356 
.3391 
.3425 
.3456 
.3588 
.3789 
.3831 
.3946 
.4213 
.4473 
.5357 
.6114 
.6790 
.7410 
.7984 
.8568 
.9072 
1.0035 

= 50 

B* 
1.2474 
1.2484 
1.2490 
1.2513 
1.2548 
1.2584 
1.2615 
1.2748 
1.2870 
1.2986 
1.3095 
1.3338 
1.3576 
1.4325 
1.4902 
1.5382 
1.5795 
1.6162 
1.6433 
1.6735 
1.7259 

Pr = 

A* 
.3321 
.3325 
.3330 
.3343 
.3366 
.3388 
.3410 
.3497 
.3580 
.3661 
.3739 
.3930 
.4105 
.4740 
.5297 
.5797 
.6258 
.6690 
.7099 
.7486 
.8212 

= 100 

B* 
1.5718 
1.5725 
1.5731 
1.5749 
1.5779 
1.5809 
1.5839 
1.5952 
1.6060 
1.6164 
1.6263 
1.6494 
1.6706 
1.7424 
1.8002 
1.8493 
1.8923 
1.9308 
1.9656 
1.9977 
2.0551 

A * = F"(£,0),B*= - 0 ' ( £ , O ) 

1 

X 

Z 

0.1 

o.niL 

i i i > i i i i | i i i r l i i i | 1 1 — i i i i 1 1 , 

Pr=loo • " 
50 ' ' — — 

^ ^ _ ^ ^ ^ = ^ 

_ _ _ _ ^ ^ ^ - - ^ ^ = S ^ ^ ' -

^ ^ - - z ^ ^ ^ ^ ^ -
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Fig. 1 The effect of buoyancy parameter on local Nusselt number 

The local friction factor results are presented as a function 
of the buoyancy parameter £ for the various Prandtl numbers 
in Fig. 2. A higher friction factor is associated with fluids 
having lower Prandtl numbers, and the friction factor in
creases as the buoyancy parameter increases. The local 
friction factor is more sensitive to changes in the buoyancy 
parameter than is the local Nusselt number, and this sen
sitivity increases as the Prandtl number decreases. This fact is 

5 
Y 

a. 
o 

O.I 

\ 

-

V——r^^--^ 

1 1 1 1 1 i i 

Pr. ooys / 

QA/^ , - / 

7,—-""^ _, 

100 

/^ -

^^^^^ _ 

-

1 1 

U.UI U.I .. I.O IUV 

Fig. 2 The effect of buoyancy parameter on local friction coefficient 

due to the significant changes that occur in the velocity 
distribution for fluids with low Prandtl numbers, even for a 
small increase in the buoyancy parameter. 

Representative velocity and temperature distributions are 
presented in Fig. 3 only for fluids with a Prandtl number, Pr, 
of 0.7. It is clear from this figure that velocity overshoot, 
above the free stream velocity, can be quite large. A higher 
overshoot has been found to be associated with a lower 
Prandtl number and a higher buoyancy parameter. For 
example, for fluids with a Prandtl number of 0.1 the over
shoot factor is larger than 3 for buoyancy parameter £ = 5, 
whereas for Pr = 0.7 the overshoot factor is about 1.6 for £ = 5 
(Fig. 3). Fluids with Prandtl numbers of 7, 50, and 100 did not 
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Fig. 3 Velocity and temperature distributions for Pr = 0.70 

Table 3 Mixed convection regime 

Pr Region 

100 0.750 < £ £ 80 
50 0.503 < £ < 40 
7 0.157 < | £ 20 
0.70 0.049 < £ < 9.5 
0.10 0.045 < £ < 2.75 
0.01 0.010 < 5 < 2 . 0 

exhibit an overshoot in velocity for buoyancy parameters 
smaller than 10 (£<10), but they will develop this charac

teristic at higher values of the buoyancy parameter. The 
mixed convection regime defined as the region where the 
Nusselt numbers resulting from mixed convection deviate 
more than 5 percent from either the pure forced or the pure 
free convection values, is given in Table 3 for different 
Prandtl numbers. 

Conclusion 

From the present results, it has been found that fluids with 
lower Prandtl numbers are more sensitive to the buoyancy 
parameter, while fluids with higher Prandtl numbers are more 
sensitive to the forced convection parameter. Both the Nusselt 
number and the friction factor are found to increase with 
increasing buoyancy parameter, and their magnitudes are 
always higher than the corresponding values for pure forced 
or pure free convection. The velocity field is more sensitive to 
the buoyancy effect than the temperature field, and the 
velocity profiles exhibit a significant overshoot beyond their 
free stream value. 
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